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ABSTRACT 

The gradual loss of customer confidence in telemarketing strategies necessitated the 

development of this IT security system for telemarketing. This research employed the Dynamic 

System Development Methodology to create a system designed to control telemarketing 

activities and document incidents. It has been identified that telemarketing issues can only be 

effectively addressed by implementing a security system at the service provider's end, rather than 

relying solely on mobile phone applications. A comprehensive data text was compiled for both 

back-end and front-end users, including a database of phone numbers representing telemarketers 

and "Do Not Call" (DNC) numbers. Users were categorized into telemarketers, normal callers, 

and DNC users. A security application system was developed to act as an interceptor, capable of 

terminating calls initiated to DNC numbers and identifying telemarketers from a customer’s 

phone with the interceptor app installed. Kotlin and Java were used as the primary programming 

languages, with Android Studio as the Integrated Development Environment (IDE). The user 

interface was designed using XML for layout files, with Android Studio's visual layout editor 

facilitating drag-and-drop UI design and easy previewing. The results demonstrated that 

telemarketing calls could be detected, curbing fraud and ensuring that only those who consent to 

telemarketing calls would be contacted. While telemarketing remains a functional marketing 

tool, data integrity and security measures are crucial for secure business transactions and 

effective information dissemination across various domains and business platforms.  
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I Introduction  

Organizations and enterprises produce goods and services geared towards consumer 

satisfaction. Satisfying consumer needs in this regard must be considered as it helps 

organizations proffer better solutions to teeming consumer needs. To do this, there ought to be 

appropriate communication between the producers and the consumers, who are the final 

recipients. Therefore, appropriate marketing strategies must be implemented to enhance 

consumer-organization communication.   

Marketing remains an approach followed by firms to link the consumers and inform them 

about several types of products they produce and their work. These innovative techniques 

include Personalized Marketing, Direct Mail Marketing, Partner Marketing, Public Relations 

(PR) Marketing, Word of Mouth Marketing, Stealth Marketing, Cross Media Marketing, 

Database Marketing, Digital Marketing, Evangelism Marketing, Free Sample Marketing, Freebie 

Marketing, Guerrilla Marketing, Telemarketing or Direct Marketing. (Laoyan, 2024). 

          Telemarketing is the marketing technique used by companies to contact potential 

customers and talk to them about their product and services over the telephone or internet 

(Nerea, 2023). It is a vital marketing tool for selling goods and services to customers of various 

business persuasions. The widespread adoption of telemarketing and its acceptance of business 

transactions came with the emergence of the Internet as the de facto standard for converged 

business transactions. Most importantly, telemarketing is the means customers can be reached at 

great distances without recourse to rigorous transportation procedures.  

All types of advertising activities are currently used by marketers for their brands to be 

differentiated in the market. At the same time, competitiveness among marketers is booming. As 

a result of population and economic growth, marketers have expanded their marketing activities 

to reach consumers (Kenneth, 2017). Peattie and Peattie (2019) stated that "Promotional 

activities usually specific to a period, place or customer group, which encourage a direct 

response from consumers or marketing intermediaries, through the offer of additional benefits" 

with this urge to reach prospective consumers on time gave rise to Telemarketing.  

 

III Methodology 

A survey methodology, which uses Dynamic System Development Technique (DSDT), 

was used for this research, because the method is capable of providing information on the 

attitudes, feelings, beliefs, behaviour, personal characteristics and other descriptive terms 

of respondents (Chisnall, 2018). The population comprised of the major distributors of 

consumer products. (DSDT) has five phases which are feasibility, business study, 

functional model iteration, design and build iteration and implementation phase. It has the 

following life cycle as shown in figure 1. 
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Proposed High Level Model for Solution to Problems Identified  

The security concerns of the existing system have necessitated the development of 

a new system that incorporates a security module for logging and reporting incidents that 

may arise during the cause of transacting telemarketing businesses.  The model for the 

proposed system is depicted in figure 4. 

 

 

 

 

FIG. 1: Five-phase Life Cycle  
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Figure 3 shows the high-level model of the proposed system.  The system is designed to 

have an administrator who initiates the process of creating profiles for telemarketers and 

tracking the contents they push out to consumers in order to control fraudulent messages. 

 

 

 

 

 

FIG. 3: High level model of the proposed solution 
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System Design 

 

 

 Analysis of the new system 

a) A database is created for all SIM registered as Telemarketers in the Nigeria 

communication commission.  

b) Equally a database is also created for “Do not call SIM” these are members of the 

public who will have come to the “Do not call registry” in the Nigeria communication 

commission (NCC) to register their SIM that they do not want calls from   

Telemarketers. The numbers will be blocked from all telemarketers calls. 

c) Telemarketing lines cannot be used for normal calls (Do not call lines) i.e. calls that 

are not related to telemarketing. Noting that logging into internet even without SIM 

can grant one access to telemarketing sites where there is a lot of advert and ADS to 

lure customers. But the researcher is concerned with telephone calls since a customer 

who could log into a site has the capability to logout if he/she so wishes. 

d) Any telemarketing calls made with normal SIMS will be deemed criminal and the 

individual will be tracked and arrested.  

This strategy provides affective control against unsolicited calls and messages   

e) A system program is coded using Java programming language.  This system software 

detects and identifies Telemarketing calls, do a check if the call channeled to a do not 

call number, it ends the call or allow if the call is to another telemarketing line, the 

call is allowed. 

f)  All normal calls made to each other are allowed. Then the following activities shall be 

done by the system. 

g) All numbers not registered under Do not call registry are free to telemarketers’ calls   

(h) Call to customers will be done through the company’s customer care lines via the  

 security system (software). 

Purchase office 

user 

FIG. 4: System Design 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

6 
 

The activities below shall also be considered  

(1) Time of communication. 

(2) Who made the call 

(3) Customer calls 

(4) Content of communication 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 7:  System Flowchart 
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From figure 7 As shown in the flowchart, if a call is placed or made, the status will be defined 

whether it is a normal call or telemarketing call. If it is a telemarketing call, it continues until the 

transaction is completed. But at the receiver end the status reads with a do not call tag, the call is 

ended except the caller decides to initiate a new call. The tracking is initiated if necessary using 

the existing tracking system, 

 

Results 

From the result telemarketing calls could be detected thereby curbing fraud and also only those 

who want telemarketing calls can be called by telemarketers.  

 Datatext phoneID detector launched for IT Telemarketing security system in the programming 

environment is shown.  Fig 3 below.                                                                                                                

   

 

FIG. 8:  Datatext phoneID dictator launched for IT Telemarketing security system 

This is the datatext phone ID dictator code which produces the IT security that detects the calls 

coming to the receiver’s phone.    

 

 Datatext for IT Telemarketing security system in the programming environment is 

shown below                                                                                                                   



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

8 
 

 

S 

 

FIG. 9: Datatext for IT Telemarketing security system 

This is the Datatext for IT Telemarketing security code it serves as a gateway security to either 

permit the telemarketer to call or deny the caller to initiate the call. It enables telemarketer to 

know the status he he/she want to call by indicating this is a Do Not call number or allow the call 

to be made.   

Table 1: Below Result showing lists of Do Not Call and Telemarketer numbers in the Database 
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Table 1. List of Do Not Cal and Registered Telemarketers in Database 

   

 

This a table showing the list of registered Telemarketer who are officially allowed to operate as 

Telemarketer and a list of Do Not call Number that are officially registered against calls from 

Telemarketers 
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FIG. 10: Default caller Screen IT Security System 

 

  Fig 10:  shows the screen shot of the result of the default screen where the registered 

Telemarketer will search for a number he wants to call to authenticate the status of the customer. 
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FIG.11: Attempting to Call a DNC Number from IT security App 

Fig 11: Shows the screen shot of the Telemarketer attempting to call a Do Not Call (DNC) 

number and the reply on his phone as a security measure to cub telemarketers calling customers 

who have registered against calls from them. 

 

 

 

 

 

 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

12 
 

 

FIG 12:  Incoming Call from a Telemarketer 

Figure 12. Shows the screen of customers who have the IT. Telemarketing security app installed 

in their phone. This will always alert the customer when a telemarketer call is coming to their 

phone as a security measure. 
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FIG. 13:  Incoming normal call 

Figure 13 shows the screen shot of an incoming call from a customer who is not registered as a 

telemarketer to a customer who has the IT security for Telemarketers App installed in the phone 

 

 

 

Discussions and findings   

In this research work the researcher has highlighted on the problems that existed in the 

present telemarketing business system. The researcher indicated that the Nigerian internet 

is fill with fraught, scams and malicious activities.  
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The researcher has developed a good information technology (IT) Security system for 

telemarketing. The IT security System has given different approaches to telemarketing 

and how this information can be managed securely to prevent security breaches on 

sensitive data and information resources. The researcher said the functionality of data 

integrity is dependent on the security measure that have been put in place to allow for 

secured business transactions and how proper information dissemination across domain 

and across business plate formed will yield better result. 
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Abstract  

The persistent conflicts between crop farmers and herders in Nigeria, rooted in disputes over 

arable land resources, have led to significant security challenges, surpassing the toll of the Boko 

Haram insurgency. This conflict, marked by the frequent killing of crop farmers and the 

destruction of crops during open grazing by Fulani herders with their cattle, prompted the 

development of an innovative solution. In response, an Internet of Things (IoT)-based food crop 

security system for grazing monitoring and reporting was developed, using a network of 

interconnected computing devices, mechanical and virtual machines, objects, animals, and living 

beings that can be remotely controlled via the Internet, utilizing a Mobile phone as a user 

interface and reporting system for crop farmers. Additionally, a Flask server serves as an Internet 

gateway for IoT devices. Applying the Agile methodology and a deep learning convolutional 

neural network (CNN), specifically the You Only Look Once (YOLO) v5 algorithm, a YOLOv5 

model was adopted. This model targets the detection of grazing animals entering farmland, 

thereby preventing damage to farmers' food crops. The YOLOv5 algorithm model underwent 

comprehensive training, validation, and testing, comparing various weights for speed, accuracy, 

and efficiency in real-time animal detection, identification, and reporting of Fulani herders’ cattle 

on farmlands. Results from the pre-trained YOLOv5 algorithm model demonstrate the Pi Camera 

capturing and reporting cow images with confidence scores of 0.82 and 0.72. This unequivocally 

confirms the model's effective identification and localization of objects within the images. 

Implementing this automated system is expected to alleviate conflicts between farmers and 

herders while enhancing food security. The proactive nature of the system, combined with its 

real-time monitoring capabilities, signifies a pivotal step toward addressing the intricate 

challenges posed by crop farmers-herders conflicts in Nigeria. 

Keywords: Agriculture, Farmer, Herder, Internet of Things (IoT), Machine Learning, Computer 

Vision, Convolutional Neural Network (CNN), You Look Only Once Algorithm 

1. Introduction 

Agriculture, farming, and animal husbandry stand as a fundamental occupation 

throughout human history. The term "agriculture" encompasses all facets within the 

linear progression of the food chain essential for human sustenance (Mohit & Rahul, 

2017). It represents a pivotal human endeavor primarily focused on producing food, fiber, 

fuel, and various other commodities through the controlled utilization of terrestrial plants 

and animals. Food remains the fundamental energy source for all living organisms, for 

millennia, human civilization has thrived within and exploited rangelands, spanning over 

40% of the earth's land surface (FAO, 2016). Agriculture is the amalgamation of science, 

art, and practice involving soil cultivation, crop production, and livestock rearing. The 

discipline bifurcates into two principal branches: crop production and livestock 

production. Crop production constitutes the sector dedicated to cultivating crops for food 

mailto:akimaogar@gmail.com
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and fiber. It is a widely applied science among global farmers, enabling them to manage 

crops effectively. By enhancing crop production and management techniques, this field 

empowers farmers to augment food output (Collegedunia Team, 2022).  

Livestock production from farming stands as one of the world's key sectors impacting the 

economy, food security, and livelihoods (Falvey, 2017). It is essentially the management 

and breeding of domesticated animals for their meat and other derivatives (Vigneswaria 

et al., 2021). In Nigeria, livestock farming assumes critical importance within the 

agricultural landscape, expected to contribute to national development significantly. 

Grazing, a traditional method in animal husbandry, involves allowing domestic livestock 

to freely roam and consume natural vegetation, transforming indigestible cellulose within 

grass into usable farm produce. The pastoralist practices in Nigeria predominantly 

involve Fulani herders who guide their cattle on foot across extended periods, traversing 

from the northern regions to the verdant, rain-fed southern areas of the country, enabling 

their herds to graze en route (Chukwuemeka et al., 2018).  

In Nigeria, conflicts arise due to pastoralist practices wherein livestock graze on food 

crops, leading to significant clashes between farmers and herders (Oli, et al., 2018). The 

conflict between farmers and herdsmen stands as a persistently prevalent and violent 

issue in Nigeria, notably involving disputes over grazing fields and land-related matters, 

constituting a significant proportion of ongoing national insecurity. In modern times, the 

Internet of Things (IoT) plays a pivotal role in various sectors, especially in 

environmental and agro-industrial domains (Talavera et al., 2017). It facilitates enhanced 

insights and the ability to alter our surroundings, notably revolutionizing smart 

agricultural practices (Andzio&Xiong, 2019). Within the realm of technological 

advancements, computer vision and machine learning emerge as essential tools 

(Kolesnikova, 2023). Computer vision seeks to decipher visual scenes and objects 

through signals from video cameras, while machine learning enables tasks without 

explicit programming (Redmon & Farhadi, 2017).  

Deep learning, a subset of machine learning, leverages algorithms and statistical methods 

to transform input data into meaningful output. Convolutional neural networks (CNNs) 

within deep learning have demonstrated high accuracy and effectiveness, particularly in 

image recognition and object detection (Ren & Wang, 2022). Among the networks within 

computer vision, the YOLO (You Only Look Once) algorithm stands out for its real-time 

object detection capabilities using convolutional neural networks, acclaimed for its speed 

and accuracy (Karimi, 2021). Present research endeavors aim to employ an IoT-based 

embedded system to safeguard food crops from destruction by cattle entering farms, 

particularly attributed to Fulani herders 

2. Methodology 

The Agile methodology was adopted for this study due to its iterative and incremental 

approach to software development. Agile methodology prioritizes the rapid and frequent 

delivery of functional products, accommodating evolving requirements and fostering 

continuous feedback from end users. This approach facilitates flexible responses to 

change, emphasizing continual planning, learning, improvement, team collaboration, 
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evolutionary development, and early product delivery (Hamilton, 2023).In the prevalent 

situation, various approaches are employed to detect animal intrusion into farmlands: 

i. Human observation serves as a primary method for detecting animal intrusion. 

ii. Another method involves employing repellents, such as chemicals, smoke, 

organic substances, scarecrows, and sonic electronic repellants, to mitigate the 

destruction of food crops by animals.  

iii. The utilization of microcontroller-based systems like Arduino constitutes another 

approach. 

The proposed system is meant to address animal intrusion on farmland and 

involves an Internet of Things (IoT)-based food security system designed to detect and 

respond to such incidents effectively. The system comprises of several components and 

functionalities such as: 

i. Utilization of an ultrasonic sensor capable of detecting animals from distances 

exceeding two meters. 

ii. Implementation of the YOLOv5 algorithm to detect the presence of cattle and 

individuals carrying weapons like sticks, guns, and knives. 

iii. Image capture by a camera followed by image processing through convolutional 

neural network layers to compare with pre-trained datasets of the YOLOv5 

model. 

iv. Activation of live recording upon correspondence with the YOLOv5 model 

datasets, accompanied by the activation of a buzzer to deter the animal. 

v. Integration of a Raspberry Pi 3b+ with Wi-Fi capabilities to facilitate 

communication with the crop farmer's Mobile phone using Flask, enabling the 

crop farmer to receive push notifications and access a live stream of their farm.  

vi. Communication between the crop farmer and security personnel or villagers to 

report incidents occurring on the farmland. 

2.1 System Schematic Diagram 

Figure 1 delineates the functionality and operational workflow of the system: The image 

recognition algorithm is designed to undergo training for the identification of specific 

entities, including cattle, herdsmen, and various weapons such as rifles, shotguns, and 

knives. Upon detection of these predefined objects, the system initiates a notification to a 

mobile phone using Flask. Subsequently, the Farmer can directly access a live video 

stream through this mobile phone interface and notify security guards to respond 

promptly to prevent illegal grazing on food crops. 
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Figure 1: Operational workflow of the IoT-Based Food Crop Security Model for Grazing 

Monitoring and Reporting 

The Use Case diagram in Figure 2 visually illustrates the system's functionalities from the 

user's perspective. These components collectively facilitate the following operations: 

detecting animals from a distance using the ultrasonic sensor, capturing animal images 

with the camera, activating the buzzer as a deterrent measure, and sending notifications to 

both the crop farmer and security guard when an animal is detected inside the farm.  
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Figure 2: Use Case Diagram of Internet of Things (IoT)-Based Food Crop Security 

Model for Grazing Monitoring and Reporting 

The Class diagram in Figure 3 illustrates the structure, interrelationships, attributes, and 

methods inherent in this system. It delineates the classes, interfaces, and associations 

between components such as the camera, YOLOv5 algorithm, ultrasonic sensors, 

Raspberry Pi 3b+, buzzer, and mobile phone, highlighting their interconnections and 

functionalities within the system. 
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Figure 3: Class Diagram of Internet of Things (IoT)-Based Food Crop Security Model 

for Grazing Monitoring and Reporting 

The image detection flowchart involves a series of crucial steps essential for the system's 

functionality. It consists of various phases, namely: image collection of data, image 

annotation, model training, and weight inference. This comprehensive flowchart 

encompasses essential steps for image detection, facilitating the development and training 

of a robust object detection model. The diagram depicted in the Figure 4 illustrates an 

image detection flowchart. 
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Figure 4: Image Detection Flowchart 

The system flowchart delineates the sequential stages integral to the developed system 

aimed at detecting and preventing animal intrusion on farmland. Figure 5illustrates the 

flowchart depicting the process designed to detect and avert animal intrusion on 

farmland. 
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Figure 5: System flow chart 

 

Figure 6 depicts a visual representation of the security flowchart within the Flask 

application. The system is equipped with user login credentials to gain access to the 

Mobile phone, necessitating the input of an email address and password. In case of three 

consecutive failed login attempts, the system prompts an alert message indicating an 

incorrect email address and password, instructing the user to retry. 
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Figure 6: Security flow chart 

 

3. Results 

The system, crafted to fortify food crop security through meticulous grazing monitoring, 

exemplifies a professional application of cutting-edge technology. With a seamless 

integration of ultrasonic sensors, a buzzer, and a Raspberry Pi 3b+ paired with a Pi Camera 

using Python and MySQL, the implementation of Flask ensures the delivery of real-time 

Telegram notifications to crop farmers upon animal detection. The system's robust 

performance is underpinned by the utilization of YOLOv5, with each weight trained 

through 200 epochs on Google Colab, optimizing both speed and accuracy for enhanced 

efficiency in animal detection. Results of table 1 show, the YOLOv5 nano, small, medium, 

large, and extra-large (n, s, m, l, x) model and Screen captures that showcase the system's 

user-friendly design, highlighting a commitment to innovative and efficient food crop 

security.  

The general implication in comparison with existing works shows that, this system 

introduces significant advancements in terms of speed, accuracy, and usability, primarily 

due to the choice of the YOLOv5 object detection model, ultrasonic sensors for precise 

environmental awareness, and an integrated mobile interface for remote management. These 

improvements enhance both the real-time monitoring of farmlands and the responsiveness 

to potential threats, offering a more reliable solution for food crop security. 

 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

25 
 

Table 1: Result of YOLOv5 n, s, m, l, x Model 

 

 

 

 

 

The assessment of the YOLOv5x model is presented below, providing a comprehensive 

overview of object detection metrics. This includes the graphical confusion matrix, 

precision, recall, and F1 score, offering a thorough evaluation of the model's 

performance. 

Raspberry Pi Home Page 

Figure 7of the Raspberry Pi home page serves as the main interface for the 

Raspbian operating system, providing the platform for configuring IoT settings.  

 

Figure 7: Raspberry Pi Home Page 

 Login Page 

Figure 8 of the login page serves as a secure and controlled entry point to the farm 

monitoring system platform, enabling a user-friendly interface for secure authentication. 

YOLOv5 

model 

YOLOv5n  YOLOv5s  YOLOv5m  YOLOv5l  YOLOv5x  

Precision  0.98 0.969 0.884 0.973 0.912 

Recall  0.912 0.98 0.98 0.96 0.97 

F1-score  0.91 0.93 0.91 0.92 0.93 

mAP_0.5  0.932 0.930 0.929 0.928 0.935 
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Figure 8: Login Page 

 Home Page 

Figure 9 of the home page of the farm monitoring system is designed to offer 

users an informative overview of the platform. 

 

Figure 9: Home Page 

Figure 10 of the live streaming page of the farm monitoring system provides users with 

real-time video content captured by the Pi Camera, along with additional features for 

saving, capturing, and sharing media. Animal detection from the images displayed on the 

live streaming page of the farm monitoring system is illustrated in Figure above. The 

YOLOv5 algorithm model demonstrates the Pi Camera capturing and reporting cow 

images with confidence scores of 0.82 and 0.72. This signifies a high level of confidence 

in the model's accurate identification and localization of an object within the image. 
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Figure 10: Live Streaming Page 

Telegram Notification 

Figure 11 shows Telegram notification received on the mobile phones offarmers 

and security personnel, when animals are detected on their farmland. 

 

Figure 11: Telegram Notification 

Conclusion  

In conclusion, this study conducted a thorough and exhaustive examination of an 

Internet of Things (IoT)-based food crop security model designed for grazing monitoring 

and reporting, employing a convolutional neural network (CNN). The primary focus was 

on establishing preventive measures against animal attacks on farmers' food crops, 

thereby mitigating potential conflicts between farmers and herders. The implementation 

of this IoT-based food crop security system empowers crop farmers to vigilantly monitor 
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their crops, protecting against the intrusion of Fulani herders and their cattle. The system 

integrates a diverse array of technologies and components to bolster farm security, 

enhance situational awareness, and facilitate rapid responses to Fulani herders and their 

cattle encroaching on farmland. Key highlights include: 

i. Robust Security Measures: The system incorporates robust security measures, 

encompassing real-time monitoring, detection of Fulani herders and animals, and 

immediate alerts. This capability empowers crop farmers to respond promptly to 

animal invasions on their farmland. 

ii. Efficiency Enhancement with YOLOv5: YOLOv5 object detection technology 

significantly improves the system's efficiency by accurately identifying objects 

within the camera feed. This results in the reduction of false alarms and an 

enhancement in the accuracy of detecting herders and animals. 

iii. Mobile Phone Interface: A mobile phone acts as a user-friendly interface, 

enabling crop farmers to seamlessly monitor, control, and respond to animal 

invasions on their farmland. 

REFERENCES 

Anand, R., Anand, V., Mridhul, M., Roshan, D., Jisha, J. & Robin, J., (2022). Animal 

Trespassing Detection System. Journal of Engineering Research Technology (IJERT), 10 

(4), Volume 10, Issue 4, 690-694 

Andzio, E. & Xiong, S., (2019). Agriculture monitoring system using smart and innovative 

farming: A real-time study. International Journal of Scientific & Technology Research 

Volume 8, Issue 12, 1214-1219 

Chukwuemeka, E., Aloysius, A. & Eneh, M., (2018). The Logic of Open Grazing in Nigeria: 

Interrogating the Effect on Sustainable Development. International Journal of Family 

Business and Management Studies, 2(1), 1-17.  

Collegedunia Team, (2022). Crop Production: Definition, Factors, Harvesting, and Storage. 

Retrieved October 11, from https://collegedunia.com/exams/crop-production-

definitionfactors-harvesting-storage-science-articleid-1160 

Falvey, L., (2017). Food Security: The Contribution of Livestock. Retrieved April 05, from 

https://www.researchgate.net/publication/276308353 

FAO., (2016). State of the World’s Forests 2016. Forests and agriculture: land-use challenges 

and opportunities. Rome. 

Ibam, E., Boyinbode, O. &Aladesiun, H., (2023). IOT-Based Farmland Intrusion Detection 

System. Buana Information Technology and Computer Sciences (BIT and CS). Vol.4 

No.2  

Karimi, G., (2021). Introduction to YOLO Algorithm for Object Detection. Retrieved April 

2021, from https://www.section.io/engineering-education/introduction-to-yolo-algorithm-

for-object-detection/ 

Kolesnikova, I., (2023). Revolutionizing Industries: Computer Vision Applications and Real-

world Case Studies. Retrieve August 15, from                                                                                                                                                                                                                 

https://mindtitan.com/resources/blog/computer-vision-applications/#main-content 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

29 
 

Mohit, k. & Rahul, G., (2017). A Review Paper on Internet of Things-based Application Smart 

Agricultural System. International Journal of Latest Engineering and Management 

Research (IJLEMR), 2 (4), 69-71. 

Neale, B., Parlewar, P., Sharma, R., Zararia, D., Mishra, J., Itankar N., Wazalwar, R. &Harkare, 

A., (2021). Farm Protection and Monitoring with the Smart Animal Intrusion System. 

International Journal of Mechanical Engineering, 6 (3), 2851-285 

Oli, N., Ibekwe, C. & Nwankwo, I., (2018). Prevalence of Herdsmen and Farmers Conflict in 

Nigeria. International Journal of Innovative Studies in Sociology and Humanities 

(IJISSH), Volume 3, Issue 1.  

Paramasivam, K., Krishnaveni, S., Sowndarya, S. & Kavipriya, E., (2020). Convolution Neural 

Network Based Animal Detection Algorithm for Partial Image. Egaeum Journal, Volume 

8, Issue 6, 1461-1469  

Redmon, J. & Farhadi, A. (2017). YOLO9000: Better, faster, stronger. Proceedings - 30th IEEE 

Conference on Computer Vision and Pattern Recognition, CVPR 2017, 6517–6525. 

https://doi.org/10.1109/CVPR.2017.690  

Ren, J. & Wang, Y. (2022) Overview of Object Detection Algorithms Using Convolutional 

Neural Networks. Journal of Computer and Communications, 10, 115-132. doi: 

10.4236/jcc.2022.101006. 

Sabeenian, R., Deivanai, N. & Mythili, B., (2020). Wild animals’ intrusion detection using deep 

learning techniques. Int. J. Pharm. Res., vol. 12, no. 4, 1053-1058 

Santhoshi, K. & Bhavan, S., (2018). Intruder recognition in a farm through wireless sensor 

network. International Journal of Advance Research, Ideas and Innovations in 

Technology. Volume 4, Issue 3, 667-669 

Selvamuthukumaran, N., Evangeline, J., Thriambika, B. & Vishali, B., (2021). Intelligent 

Animal Detection System Using IoT and Deep Learning. International Research Journal 

of Modernization in Engineering Technology and Science, 3 (4), 2433-2438 

Suresh, B., Kamrujama, A. & Dhanush, V., (2022). Animal Tracking and Alert System. 

International Journal for Research in Applied Science & Engineering Technology 

(IJRASET). Volume 10, Issue 7, 675-681 

Talavera J., Tobón L., Gómez J., Culman M., Aranda J., Parra DL., Quiroz L., Hoyos A. & 

Garreta L., (2017). Review of IoT applications in agro-industrial and environmental 

fields. Computers and Electronics in Agriculture. 142, 283–297 

Vigneswaria, T., Kalaiselvib, N., Mathumithac, K., Nivedithac, A. &Sowmianc, A., (2021). 

Smart IoT Cloud Based Livestock Monitoring System: A Survey. Turkish Journal of 

Computer and Mathematics Education, Vol.12 No.10, 3308-3315. 

 

 

 

 

 

 

 

 

 

 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

30 
 

A STACK HETEROGENOUS ENSEMBLE (SHE) MODEL FOR PREDICTING ROAD 

TRAFFIC VIOLATIONS IN SOUTH-EASTERN NIGERIA 

E. A. Emmanuel, Ibobo N. Simon, Odo Kelvin 

 

Department of Computer Science, Faculty of Physical Science, University of Calabar 

Corresponding Emails: edimazom@unical.edu.ng; 

ibobosimon@gmail.com;ikechukwukelvin972@gmail.com 

 

Abstract 

Road traffic violations is among the leading cause of mortality rate and destruction of public 

infrastructure in Nigeria. Managing traffic offenses by traffic agencies is essential for the smooth 

movement of goods and services around the globe. Relying on traffic personnel to avert road 

crashes because of traffic violations, introduces so many uncertainties. To address these 

challenges, this research develops a SHE method to predict road traffic violations and draw 

insights from indigenous dataset gathered. Moreover, preprocessing routines, such as data 

imputation, duplicates and outliers’ removal, and normalization, were employed. We evaluated 

four machine learning models- Random Forest, Extreme Gradient Boost, Multi-Layer 

Perceptron, and Stack Heterogenous Ensemble, using FRSC traffic dataset, an unexplored 

resource for road traffic crashes prediction. Following a comprehensive machine learning 

developmental life cycle, the researchers assessed the models. Findings from the implementation 

shows the successive outcomes: Multi-Layer Perceptron – 50% accuracy, 48% precision, 50% 

sensitivity; Random Forest – 59% accuracy, 56% - precision, 59% - sensitivity; Extreme 

Gradient Boost – 65% - accuracy, 63% - precision, 65% sensitivity; Stack Heterogenous 

Ensemble – 87% accuracy, 85% precision, 87% sensitivity. However, Stack Heterogenous 

Ensemble Classifier perform better in terms of accuracy, precision, and sensitivity than the other 

three algorithms used. Additionally, further analysis using feature importance gives insights how 

certain attributes interact and influences the base model’s prediction outcomes. Finally, utilizing 

a local dataset reinforces the relevance of our findings. Implementing the Stack Heterogenous 

Ensemble algorithm in road traffic violations settings may enhance road users and outcomes. 

Given sufficient datasets from similar sources from each of the geo-political regions, SHE could 

be adapted to develop a life-saving predictive system. 

Keywords: Accuracy Score, CNN, Deep Learning, FRSC, LSTM, ML, MLP, Random Forest, 

Road Traffic Offences, SHE, Violations, XGBoost. 

1 Introduction 

In Nigeria and the globe in general, road traffic violations occur when road users don’t follow 

the rules of the road. These rules, just like everyday routines that keeps us safe, are there to 

protect everyone. Adhering to road principles helps prevent accidents, which is why there are 

consequences for not doing so. Consequently, road transport industry is an essential component 

of any economy in the world, contributing to the welfare and development of people and serving 

as a necessary condition for growth of any nation’s economy. According to the World Health 

Organization, road transportation assists nations and individuals by facilitating the movement of 
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goods and people, enabling deeper access to jobs, economic markets, education, recreation, and 

healthcare, all of which have direct and indirect effects on the health of a population (Siyan et 

al., 2019). However, despite these numerous benefits, road traffic violations seriously harm any 

country's social, political, and economic development. 

All over the world, there are traffic laws created for tackling traffic offenses as well as penalties 

at different levels of governance to discourage traffic violation (FRSC, 2007). However, the 

genesis of road traffic accidents or offenses in Nigeria is intricately linked with road transport 

development in the country (Isa & Siyan, 2016). Nigeria recorded her first traffic accident in 

Lagos in 1906 (Oluduro, 1999). In Nigeria, road safety laws violators violate mostly the use of 

seatbelts, exceeding expected speed limits, reckless driving, use of vehicles with unauthorized 

plate number, jettisoning the use of fire extinguisher, overtaking at ill points, overloading, 

phoning while on the wheel and failure to comply with traffic lights and signs (Emenike and 

Akpu, 2017). Over the last decades, the federal road safety corps (FRSC) saddled with the 

responsibility of safeguarding major roads in Nigeria, recorded over a hundred thousand road 

offences and accident cases, with over sixty thousand death cases and more than eighty thousand 

injury cases ranging from minor, severe and fatal injuries. Advances in the use of artificial 

intelligence (AI) and machine learning (ML), has been greatly deployed in solving most of the 

real-World problems, which has presented new opportunities for developing sustainable and 

effective system. As a result of increase in road violations and crashes, traditional statistics 

techniques have been widely used to address the global problem of RTO over the last century. 

2 Materials and methods 

2.1 Research design 

This is basically the steps taken in research and how the intendent objectives are implemented to 

achieve the overall goal of a particular study. Burn and Gove (2017) defined research design as 

the blueprint for a study, guiding researchers to make sound and actionable decisions and avoid 

issues that could invalidate results. However, this research work employs a quantitative research 

design, utilizing machine learning techniques to predict road traffic violations based on the data 

gathered from Federal Road Safety Corps of Nigeria. Also, the primary models used in this study 

are Extreme Gradient Boost (XGBoost), Multi-Layer Perceptron (MLP), and Random Forest 

(RF) as well as leveraging data analytics process to gain insights from the data gathered. The 

adoption of ensemble learning model approach leverage on the strengths of these models in 

improving the predictive accuracy of the combine algorithm. 

 

2.2 Requirement elicitation 

To gain useful insight, this study was conducted to understand and identify the trends patterning 

road traffic violation between Onitsha and Enugu route. In this study, qualitative method was 

used to conduct basic statistical and exploratory analysis. Other requirements were gathered 

mostly through descriptive study in which secondary data was widely exploited. Consequently, 

keyword searches were conducted utilizing Internet search engines, scientific and open access 

journals and social media to gather information. However, the essence of this process is to 

identify the data needed as well as determining the necessary tools and techniques analysis in 

defining the specific machine learning models to be used. 

2.2.1 Ethical consideration and data collection 

The research prioritizes ethical data collection practices aligned with the Nigeria Data Protection 

Regulation (NDPR) of 2019. To ensure compliance, the researcher collaborated with the zonal 
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headquarter of Federal Road Safety Corps (FRSC) to anonymize all data and implementing 

robust security measures for drivers’ privacy which aligns with the growing emphasis on data 

protection in Nigeria in strengthening public trust in research initiatives. Following ethical 

approval, the researcher obtained clearance from the sector commander to access datasets 

reflecting road traffic violations. Utilizing a stratified sampling technique, a representative 

sample records was extracted from both manual archives and electronic traffic crash database. 

This approach, increasingly adopted in Nigeria research ensures the dataset reflects the diversity 

of road users, whereby enhancing the study’s generalizability and relevance to national traffic 

safety concerns. 

2.2.2 Datasets description 

This research used historical dataset gathered from Federal Road Safety Corps (FRSC) from the 

period January 2020 to December 2023 of road traffic event that happened between Onitsha and 

Enugu expressway. The dataset comprises of one thousand six hundred and forty-eight (1648) 

records, each representing individual observations, and fifteen (15) columns, each describing 

different features of the dataset. Below is table 1 depicting the columns header of the data 

extracted. 

TABLE 1 

Description of dataset features 

Column Header Column Description 

S/N Unique identification for each record 

Year 

Month                           

The year incident occurs 

The exact month of the year incident occurs 

Age 

Gender 

Age of drivers 

Status of drivers if they are either male or female 

Vehicle Type Type of vehicle if it is either car, jeep, pick-up, bus or truck 

Vehicle Category The categories of vehicles if they are private or commercial 

Seatbelt If the driver is putting on his or her seatbelt or not 

Road Condition Condition section of the road if it is good, poor or bad 

Aggressive Driving If the driver was driving aggressively or not 

Weather Condition The weather condition as of the time of incident 

Speed If the driver of a particular vehicle is on high speed or not 

Phone Use 

Time of Day 

Violations 

Is the driver on a call or not 

What time of day traffic incident happened 

Traffic offence committed by drivers 

 

3.3 Model design 

The research work leverages a cutting-edge ensemble architecture   known as “Stacked 

Heterogenous Ensemble” (SHE). This approach strategically feeds individual classification 

algorithms (Random Forest and Gradient Boosting Machines), with carefully selected features 

from the dataset. The outputs from each model are then concatenated and fed into a state-of-the-

art stacking ensemble model (Multi-layer Perceptron). This stacked ensemble acts as a meta-

learner, combining the strengths of the individual models and potentially leading to more robust 
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predictions of road traffic violations in the chosen region. Figure 1 below depict the Stack 

Heterogenous Ensemble architecture. 

 

Level 0 (base learner)                                                    

 

 

 

 

 

 

                                                                                                    Level 1 (Meta learner) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Stacked Heterogenous Ensemble Model Architecture 

 

 

2.4 SHE mathematical abstraction 

 

Below is the stacked mathematical model adopted for this research, combining Random Forest, 

Extreme Gradient Boosting (XGBoost) as base learners, and a multi-layer perceptron (MLP) as 

the meta-learner. The given abstraction captures the key steps of the stacked ensemble model. 

The base learners (h_1 and h_2) provide initial predictions, which are then combined with the 

original features to create a new input for the meta-learner (MLP). The MLP, with its weights 

(W_i), integrates the information from both base learners and the original features to produce the 

final prediction (f(x)): 

Sets and Notation: 

X: Training data – a set of n data points, each with d features, represented as: 

X = {x_1, x_2, …., x_n} where x_i ϵ R^d is the i-th data point. 

Y: Target labels – a vector of length n containing the true labels for each data point in X.  

represented as: 

             Y ϵ R^n ………………………………… (3.1) 

M: Number of base learners 

h_m(x): Prediction function of the m-th base learner (RF or XGBoost). 

 Model Staging: 

Dataset 
New training 

input for 

second level 

model 

Model 2 

Model 1 

Second level 

Model 

Final 

Prediction 
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Base learner Training Phase: 

  Training data (X, y) i.e train RF and XGBoost 

 

Meta-learner training Phase: 

  for each data point x_i in X: 

obtain prediction from both base learners: 

  z_i^1 = h_1(x_1) and z_i^2 = h_2(x_i) 

Combine predictions with the original features (x_i) to form a new feature vector: 

  v_i = [x_i, z_i^1, z_i^2] 

Prediction Phase (given new data point): 

  Z^1 = h_1(x) and z^2 = h_2(x) 

Combine predictions with the original features (x) to form a new feature vector: 

  v = [x, z^1, z^2] 

output: 

  f(x) = f_meta(v; w_1, w_2, …., W_L) …………………… (3.2) 

where: 

 w_i denotes the weight matrix of the i_th layer in the MLP 

and: 

 v_i = [x-I, h_1(x_i), h_2(x_i)] ……………………………….…… (3.3) 

 

3 Results and discussion 

3.1 Data presentation and summarization 

 

The dataset used for this research work was collected from FRSC as earlier mentioned in chapter 

3 and was pre-processed using Microsoft Excel spreadsheet. It comprises 1649 rows (records), 

each representing a road traffic incident that occur between Anambra-Enugu highway. Key 

attributes that make up our dataset includes vehicle type, category, driver gender, age, seatbelt 

usage, road conditions, aggressive driving, weather conditions, speeding, phone use, time of day, 

and the corresponding violation. The data spans from 2020 to 2023 (four years), capturing male-

dominated population of drivers primarily plying and operating commercial vehicles. Finally, 

Table 2 below depicts summary of the basic statistic conducted on our dataset. 

 

Table 2 Summary of basic statistic 

 

 Count Mean Standard 

Deviation 

Vehicle Type 1648 2.18 1.36 

Age 1648 38.65 8.08 

Seatbelt 1648 0.45 0.50 

Road Condition 1648 1.83 0.95 

Aggressive Drive 1648 0.25 0.43 

Weather Cond 1648 1.07 0.25 

Speeding 1648 0.12 0.33 

Phone Use 1648 0.04 0.21 

Time of Day 1648 1.59 0.49 
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3.2 Data and features visualization 

To draw useful insights from the dataset collected from FRSC, the researcher visualizes the 

relationship between attributes such as “Age”, “Vehicle Type”, “Gender”, “Category”, and 

“Violations” using bar chart, Pie chart, Correlation matrix and stacked bar chart. Below are the 

given visualization figures from the data analysis conducted. 

 

 

 

 Fig. 2 Frequency and bar chart distribution of age and count of violations 
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Fig. 3 Bar chart distribution depicting violations by gender and age 
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Fig. 4 Bar chart distribution depicting violations by vehicle category and type 
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Fig. 5 Pia chart and bubble distribution depicting violations and attribute features 
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Fig. 6 Scatter-plot chart distribution depicting violations by age, category and speeding 
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Fig. 7 Bar chart and scatter plot distribution depicting features importance 

4 Discussion 

After applying machine learning algorithms on the FRSC traffic datasets. The researcher utilizes 

accuracy score, precision, sensitivity and area under curve (AUC) as performance metrics to 

compare and evaluate the models in determining the best performing algorithms for predicting 

traffic violations. Also, model interpretability techniques were employed to dissect the behavior 

on how different features influences the prediction outcomes of Stacked Heterogenous Ensemble 
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model. Hence, accuracy score in this context defines the number of correct predictions made as a 

ratio of all predictions made. Consequently, precision defines the number of correct instances 

returned, and while sensitivity (Recall) defines the number of positive outcomes returned by 

SHE. Table 3 and figure 23 and 24 below shows the performance metrics value for FRSC 

datasets. From the results of training and testing set, all classifiers (models) have varying metrics 

value in terms of accuracy score, precision, and sensitivity. However, SHE method has higher 

accuracy testing set score of 87% than the other classifiers. Also, figure 8 depicts the receiver 

operating characteristic (ROC) curves for the multi-class instances. 

 

Table 3 Model comparison 

Models Accuracy Score Precision Sensitivity 

SHE 0.87 0.85 0.87 

XGBoost 0.65 0.63 0.65 

MLP 0.50 0.48 0.50 

Random Forest 0.59 0.56 0.59 
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Fig. 8 Line and ROC chart distribution depicting metrics score 
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Development of a remote emergency call mobiletracking system 
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Abstract 

Emergency situations are situations that require quick intervention so as to save lives, assets or properties from loss 

or destruction. Emergency situations may also be referred to as emergencies. Ideally, in today’s technology-driven 

society, emergency service should be accessible remotely. This study involved the development of a remote 

emergency mobile call tracking system. Object Oriented Analysis and Design (OOAD) was used for analysis and 

design of the system (software), while Entity Relationship Modelling (ERM) was used for the database component 

of the system. The system consists of both front-end and back-end. The front-end was built with Cordova 

framework, while the back-end was built with PHP. Cordova framework is used to develop User Interface (UI) for 

mobile apps. Cordova framework for mobile development integrates with Android SDK for this purpose. Regarding 

the back-end of the system, PHPis used as the technology for the implementation of this study. The App has a User 

Interface (UI). The UI is built as screens (that is, activities) which are accessible via the App when installed on the 

User’s Android phone. From the findings of the study, the App is able to identify automatically every emergency 

reporter, and pick the exact location of the report. This App has the capability of making emergency services 

provision more effective, efficient and affordable. Based on the findings of this study and the system developed, it is 

recommended among others that the government of Nigeria being a major stakeholder in the emergency services 

sector, (by virtue of its ownership of emergency services such as the police, fire services, hospitals, and so on) 

should support the deployment and use of the technology (software) in this sector. 

Keywords: Remote, Emergency, Tracking, Integrate. 

 

1.0. INTRODUCTION 

Emergency situations are situations that require quick intervention so as to save lives, assets or properties 
from loss or destruction. Emergency situations may also be referred to as emergencies. Emergencies are common 

occurrence in most modern societies. Wherever humans occur, emergency situations always occur. It is as though 

emergencies are a part of human societies and life. According to Qureshi (2014), human societies are vulnerable to 

multiple natural and human‐ induced disasters and they have beenrecurrently hit by natural and man‐ made disasters 

which has led to loss of lives, livelihoodsand properties. This view is corroborated by UNDP (2001). In modern 

societies, there are emergency response services whose duties involve receiving emergency reports from the 

citizenry, document them, and make the appropriate response. 

In this study, an Emergency Response system is developed. It is a mobile App that is installable on mobile 

(android) devices (Phones, Tabs). On installation of the App in the mobile phone, the owner of the phone can 
register to become a registered user of the system, and can therefore send report from any remote location to the 

emergency response system. On accessing the system, the system is able to decipher and detect the location the 

report is coming from. 

Emergency reporting system as a sample of technology, is capable of enhancing and adding value to 

humans in the modern era. Figuracion et. al., (2016) explained that an emergency report system can be used to 

report onemergencies ranging from fires to typhoon-related incidents, vehicle accidents withcasualties, health-

related concerns (e.g. unidentified person suffering from heart attack),community related incidents and concerns, 

and any other occurrences which requires immediateand concrete response from the concerned agencies. 

 

2. METHODOLOGY 

 

In the existing system of emergency response in Nigeria and other Sub-Saharan nations, emergency 

responders could be said to include the Police, Fire Service, Ambulance Services, Federal Road Safety Corp 

(FRSC), etc. These emergency responders only receive reports via phone calls, and have no means of automatically 

knowing the identity of the caller and the location of the call. This puts lots of strain on individuals calling to report 
emergencies and needing immediate response. 
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In the proposed system of this study, the manual documentation is eliminated. Documentation regarding the 

description of the emergency, the location, the identity of the caller, etc., is immediate and accurate because it is 

automated. This turns out to be a significant improvement upon the existing system. 

3. Design Considerations 

Object Oriented Analysis and Design (OOAD) is used for analysis and design of the system (software) 
while Entity Relationship Modelling (ERM) is used for the database component of the system. In OOAD, 

everything is based on the concept of classes and objects. A class is defined as a template for an object. An object is 

referred to as the instance of a class. A Class contains the data fields (attributes) and methods which the object will 

use. OOAD is the current convention (and highly recommended) in the software development industry globally. 

Object–Oriented Analysis and Design (OOAD) is the procedure of identifying software engineering 

requirements and developing software specifications in terms of a software system’s object model, which comprises 

of interacting objects.The main difference between object-oriented analysis and other forms of analysis is that in 

object-oriented approach, requirements are organized around Classes (and their objects), which integrate both data 
(attributes) and functions (methods). 

Grady Booch (1994) has defined OOAD as,“Object-oriented analysis is amethod ofanalysis that examines 

requirements from the perspective of the classes and objects found in the vocabulary of the problem domain”.The 

primary tasks in object-oriented analysis and design (OOAD) are: 

 Identifying Classes. 

 Implementation of methods, i.e., internal data structures and algorithms. 

 Organizing the classes by creating object model diagram. 

 Defining the internals of the classes, or object attributes. 

 Defining the behaviours of the classes, i.e., object actions. 

 Describing how the classes interact. 

The common models used in OOAD are use cases and object models. 

 

3.1Agile Model 

Agile-denoting “the quality of being agile; readiness for motion; nimbleness, activity, dexterity in motion”–

software development methods are attempting to offer once again an answer to the eager business community asking 
for lighter weight along with faster and nimbler software development processes. 

Agile development methods are understood to be reaction to plan-based or traditional methods, which 

emphasize “a rationalized, engineering-based approach” incorporating extensive planning, codified processes, and 

rigorous reuse (Dybå, 2000; Boehm 2002). By contrast, agile methods address the challenge of an unpredictable 

world; by recognizing the value competent people and their relationships bring to software development (Nerur and 

Balijepally, 2007). In that light, Ericksson et al. (2005) underline the importance of lightweight processes in agile 

development, defining agility as to “strip away as much of the heaviness, commonly associated with the traditional 

software-development methodologies, as possible to promote quick response to changing environments, changes in 

user requirements, accelerated project dead-lines and the like”. 

According to Abrahamsson, Salo, Ronkainen and Warsta (2002),the central values that the agile 

community adheres to are: First, the agile movement emphasizes the relationship and communality of software 

developers and the human role reflected in the contracts, as opposed to institutionalized processes and development 

tools. In the existing agile practices ,this manifests itself in close team relationships, close working environment 

arrangements, and other procedures boosting team spirit. 

Second, the vital objective of the software team is to continuously turn out tested working software. New 

releases are produced at frequent intervals, in some approaches even hourly or daily, but more usually bi-monthly or 

monthly. Thedevelopers are urged to keep the code simple, straightforward, and technically asadvanced as possible, 

thus lessening the documentation burden to an appropriatelevel.Third, the relationship and cooperation between the 

developers and the clients isgiven the preference over strict contracts, although the importance of well-drafted 
contracts does grow at the same pace as the size of the software project.The negotiation process itself should be 

seenas a means of achieving and maintaining a viable relationship. From a business point of view, agiledevelopment 

is focused on delivering business value immediately as the projectstarts, thus reducing the risks of non-fulfillment 

regarding the contract. 
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Fourth, the development group, comprising both software developers and customers representatives, should 

be well-informed, competent and authorized to consider possible adjustment needs emerging during the 

development process life-cycle. This means that the participants are prepared to make changes and that also the 

existing contracts are formed with tools that support and allow these enhancements to be made. 

3.2 Implementation technology  
The proposed system consists of both front-end and back-end. The front-end is built with Cordova 

framework, while the back-end is built with PHP. Cordova framework is used to develop User Interface (UI) for 

mobile apps. Cordova framework for mobile development integrates with Android SDK for this purpose. With 

Cordova, UI can be coded in HTML, CSS, JavaScript/jQuery. Cordova framework includes a Browser platform for 
testing while developing. On successful testing with the Browser platform, the developer can build installer (apk) 

file with the build tools of Cordova framework. The apk can be used (as installer) to install the App in any Android 

mobile phone.  

Regarding the back-end of the proposed system, PHPis used as the technology for the implementation 

proposed in this study. PHP is a full-fledged object-oriented technology implementing the concepts of inheritance, 

polymorphism, encapsulation, etc. In other words, the system is fully class - and object-based. PHP is used for the 

system because globally it is accepted in the software development industry as web technology. PHP web 

technology is widely deployable in several web servers of renown. PHP is generally known to be a very secure web 

technology.  

3.3Information Flow Diagrams 

A flowchart is a type of diagram that represents an algorithm, workflow or process, showing the steps as 

boxes of various kinds, and their order by connecting them with arrows. This diagrammatic representation illustrates 
a solution model to a given problem. In the proposed system of this study, several process (actions) are done by 

various actors (roles) on the system. These processes (actions) are hereby represented by the following flow charts: 

 

 

 

 

 

 

   

  

      

 

 

 

 

Figure 3.2. Flow chart for receive Emergency Call 
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Process Model Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3. Process Model Diagram 

 

 

3.4Voronoi Diagram Algorithm and Triangulations 

A triangulation of an emergency report made from points A in a plane is a partition of the convex hull (the 
smallest convex set that contains A) into triangles. So, for any report A of discrete points in a plane, a Delaunay 

triangulation DT(A) is a triangulation such that no point in A is inside the circumcircle of any triangle in DT(A). 

Interestingly enough, it turns out that DT(A) corresponds to the dual graph of the Voronoi diagram for A.  
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Figure 3.4 Triangulation for emergency report A 

Based on the hierarchical network model and the Delaunay triangulation, and considering that the cluster 

heads and the lower nodes are moving, a topology control based on Voronoi diagram (TC-VD) algorithm is adopted, 

which creates a topology with high connectivity and strong robustness for emergency reports. 

Shown below is a Delaunay triangulation with all the circumcircles. Connecting the circumcenters produces 

the Voronoi diagram. In particular, if two triangles share an edge in the Delaunay triangulation, their circumcenters 

are connected with an edge in the Voronoi diagram. 
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Figure 3.5 Voronoi diagram for emergency reports 

 

4. SYSTEM IMPLEMENTATION 

 

This is the phase where the programmers transform details of the design specification into real software (a real 
Application). This chapter entails the implementation of the proposed system (Emergency Report System). The 

system is developed implementing the findings of previous phases such as Requirements gathering, and Analysis 

and design. The implementation was done as a Mobile (Android) Application. The App was implemented using 

Cordova framework. Cordova framework is a framework for mobile development. Cordova integrates with Android 

SDK at the background to develop Apps for the Android platform. Android is Java technology (programming 

language). 

The App involved a User Interface (UI). The UI is built as screens (i.e. Activities) which are accessible via 

the App when installed on the User’s Android phone. System development is explained in detail. In this section, the 

researcher describes the basic tools employed to carry out the development. Also, testing and debugging of the 

application is done. This is done to ensure that the application meets the requirement arrived at during the Analysis 

& Design process. This chapter also describes the client system requirements. Finally, maintenance issues are 

discussed. The researcher enumerates how the software would be sustained, managed or scaled (up or down) if 

necessary. 

4.1. Features and Choice of Implementation Language 

Implementation refers to translating algorithm gotten from analysis and design phase of the system 

development life cycle, into codes in a particular programming language (technology) adopted for the system. As 

already mentioned, Cordova framework integrated with Android SDK is used in this study. Android SDK is Java 

technology (programming language). Therefore, for the purpose of this study, Java technology is used. In other 

words, Packages, Classes and Functions—in an ideal Object-Oriented Analysis and Design (OOAD) paradigm—are 
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implemented with the Java language, codes are written in the language to implement the logic (algorithm, flow 

chart) designed, the codes are interpreted and executed by the Java Interpreter. There are several advantages to 

developers and users in implementing algorithms (i.e. developing software) with the Java language. The reasons for 

the use of Java language for the implementation of the system are listed below: 

 Java is strict-typed 

 Java is object-oriented 

 Java is compiled 

 Security 

 Reliability 

 Java is superb for Network-based project such as this 

 Java is Robust  

 Java is Dynamic  

 Java is widely circulated (deployed) in the software industry globally. 

4.2. System Testing Strategies 

Coding of the proposed software is done with Java technology with the help of industry-standard Integrated 

Development Environment (IDE), Apache Netbeans 12. Coding in Java for Android platform with the help of an 
IDE such as Apache Netbeans 12 can be done when the Java SDK and Android SDK has been installed with all 

necessary utilities activated in the computer of the software (system) developer. With this, the developer can take 

advantage of the very rich Java native and Android SDK libraries for the purpose of the project. The developer may 

also make use of external (third-party) Java libraries for the purpose of the project.  

In addition to making coding in Java language possible, the Java and Android SDKs also make it possible 

for the developer to debug the codes written for the purpose of the project with the use of debugger for Java 

applications. Simply put, Debugging refers to investigating unintended behaviours within a software. For the 

purpose of this study, debugging was done during the implementation and testing phase of the software development 

life cycle. By using a Java-friendly IDE such as Apache Netbeans 12, the developer was able to investigate the 

values each variable/object within the code is holding, and make changes or corrections were necessary. 

4.3. Target Computer System Requirements 

This section examines the issues of ensuring software compatibility. For this system developed, there are 

minimum requirements to be satisfied if the application (software) is to run on a particular client computer. The 

basic requirements for a computer that can run the proposed software can be grouped into hardware and software 

and requirements. Each category is described below: 

4.3.1. Hardware Requirements 

Hardware requirement for the purpose of this system includes: 

 35GB Internal Memory or higher,  

 Dual Core Processor or higher,  

 512MB Random Access Memory (RAM) or higher and,  

 Recommended memory 2GB,   

 Minimum Disk Space 500MB,  

 Recommended Disk Space 1GB  

4.3.2. Software Requirements 

 Software requirement for the purpose of this system includes Windows XP Operating System or later, 

Browser (Mozilla/Chrome/Opera). With these, any computer or mobile device can install and run (use without 

hitches) the Emergency Report System developed in this study. 

5. Results 
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In the Implementation phase of the software development life cycle, programmers translated details in the 

analysis and design to real software. The basic tools employed in system development are the development 

framework and associated development tools. The software development framework used in this is Cordova. With 

Cordova, mobile App User Interface (UI) can be written in HTML, CSS, JavaScript/jQuery. Cordova framework is 

configured to use Android SDK at the background thus converting HTML pages into real Android activities 

(screens) in the mobile App. Android is Java technology (programming language). 

This served as a transition from the design specification to the actual system implementations (the App or 

Software). System testing involved testing and debugging of the program and its operations so as to meet the 

requirements of the overall system objectives. During this phase, it may be necessary to make changes to the design 
specifications. If so, the changes are made. It is best that changes are made before the system actually goes in to 

operation (i.e. deployed for use by users/clients). Changes at this stage are less expensive and disruptive than if they 

have to be later on. As a general rule, the earlier the change, the less expensive it will be. 

Map Screen: GoogleMap showing location of report made/received. 

 

 

 

 

 

 

 

 

 

Figure 3.7 Google Map of Emergency report made from Akowonjo Road area of Lagos State. 

Figure 3.8 Google Map of Emergency report made from Chicken Republic area of Marian Road, Calabar 

5.2. Conclusion 

 The goal of this research is focused more on the design and development of Emergency Report System 

for use by every member of society and emergency service providers. The researcher shows that an Emergency 

Report System is Win-Win situation for every member of society. This includes individuals, households, 

communities, emergency service providers, government agencies, etc. The experience of the emergency reporter and 

service provider is improved as the later (and their organisations) are able to interact with the Application and get 

real-time accurate and immediate data regarding identity of emergency reporters and exact location of report.  

Easy access to records, data and information removes frustration among emergency service providers. It is 

therefore not an exaggeration to say that software can be used to improve service delivery in the emergency 
response service sector.  
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Abstract 

This work provides a comprehensive review of Markov chain on the Euclidean Metric Space.  

Properties and convergence theorem on metric space with applications in stochastic modelling 

are considered. Kolmogorov equations and other diffusion processes are majorly considered, 

among others, as case studies. 

 

1. Introduction 

Markov chains are stochastic processes commonly used to model systems evolving over 

discrete time steps. Traditionally, these chains are defined on discrete state spaces, where 

transitions between states occur with certain probabilities. However, extending Markov chains to 

metric spaces allows for the modeling of systems with continuous state spaces, providing a more 

comprehensive framework for understanding dynamic processes (Tijms, 2011).The motivation 

for studying Markov chains on metric spaces stems from the need to accurately model systems 

characterized by continuous variables. In many real-world scenarios, state transitions occur 

gradually and smoothly, necessitating a representation that accommodates continuous state 

spaces. By extending Markov chains to metric spaces, researchers can capture the nuanced 

behavior of such systems, offer insights into their dynamics and behavior.In physics, for 

example, Markov chains on metric spaces can be used to model the diffusion of particles in 

continuous space (Enting, 2013). In biology, they can represent the evolution of populations with 

continuously varying traits (Waxman, 2009) Markov models of evolution. In economics: (Ozer 

and Wei, 2017). Markov chain modeling for economic system, they can model the behavior of 

financial markets with continuous price dynamics. In computer science, they can be applied to 

optimization problems involving continuous variables. 

 

2. Preliminaries. 

The major parameter used for this study is a sequence of random variables X0, X1… 

(taking values in I) whose joint distribution is determined by simple rules. Let I be a countable 

set, {𝑖, 𝑗, 𝑘, … }, each i𝜖𝐼 is called a state and I is called the state space. We work in a probability 

space {Ω, f, p}. Here Ω is a set of outcomes, f is a set of subsets of Ω, and for A 𝜖 f, p(A) is the 

probability of A. We have the following definitions. 

 

2.1   Markov Chains 

  Stochastic processes that model the evolution of systems over discrete time steps, 

characterized by the Markov property, where the future state depends only on the current state 

and not on the history of the system is known as the Markov Chain. (Kijimi, 2013)   

2.2   Metric Spaces 

   Mathematical structures consisting of a set of points along with a distance function 

(metric) that defines the distance between any two points in the space, satisfying certain 

properties such as non-negativity, symmetry, and the triangle inequality. Mathematically, it is 

defined as: The pair {M, ρ} is a metric space if M is a non- empty set and ρ: M x M→R+    is a 

map, such that 
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1)  ρ(x, y)≥0, ρ(x, y)=0 ↔x=y for all x, y є M 

2)  ρ(x, y) = ρ(y, x) for all x, y є M (symmetric property) 

3)  ρ(x, y)≤ρ(x, z)+ρ(z, y) for all x, y, z є M  (Edeke and Ousseinni, 2023).  

For example,  let X be a nonempty set; a map d: 𝑥 × 𝑥 → 𝑅 is defined as 

𝑑(𝑥, 𝑦) = 0 𝑖𝑓 𝑥 = 𝑦, 
𝑑(𝑥, 𝑦) = 1 𝑖𝑓 𝑥 ≠ 𝑦 = 1 

Here d is called discrete metric on X . 

 

2.3   Transition Probabilities 

Transition probability is a probabilities associated with transitioning from one state to 

another in a Markov chain, indicating the likelihood of moving from a current state to a future 

state within a single time step. A transition matrix, also known as a stochastic matrix is a square 

matrix used to describe the transitions of a Markov chain. It is a matrix where each element 

represents the probability of transitioning from one state to another (Gahiiagher and Finn, 2018). 

 

2.4 Stochastic process 
Let T be an ordered set,  (Ω, ϝ, ρ) a probability measure  and (E, G) a measurable space. A 

stochastic process is a collection of random variables X = {Xt; ,t є T} where for each fixed t є T 

(Pavliotis, 2015). 

Xtis a random variable from (Ω, ϝ, P) to (E, G). Where Ω is known as the sample space, E is the 

state space of the stochastic process Xt. 

A Markov process is a stochastic process for which given the present, the past and future are 

statistically independent. 

 

2.5 Stationary Distribution 

A probability distribution is known as a stationary distribution if it  remains unchanged by the 

transition dynamics of a Markov chain, representing the long-term behavior of the system.A 

property of a Markov chain where every state in the state space is reachable from every other 

state with positive probability, ensuring that the chain does not become trapped in a subset of 

states is known as its irreducibility property. (Meyn and Tweedie, 2012; Hairer and Mattingly, 

2011). 

 

2.6 Probability Density Function 

This is a function that describes the likelihood of a continuous random variable taking on a 

particular value within a given range, often used to define transition probabilities in continuous 

state spaces (Resnick, 2013).A mathematical function that specifies the probability of 

transitioning from one state to another in a Markov chain on a metric space, extending the notion 

of transition probabilities to continuous state spaces is known as its transition kernel. (Meyn and 

Tweedie, 2012). 

 

3. Review of some results concerning Markov Chain on Metric Space. 

 

 Let Mbe  a separable metric space with metric d that is equipped with its Borel𝜎-field 𝛽(M). Let  

𝛽(M) denote the set of real-valued bounded measurable functions of M equipped with the norm. 

∥ 𝑓 ∥∞∶=  𝑠𝑢𝑝𝑥𝜖𝑀  |𝑓(𝑥)|   (3.1) 

If 𝜇 is a (non-negative) measure on M and f 𝜖 𝐿1(𝜇) (𝑜𝑟 𝑓 ≥ 0 measurable), we let 
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𝜇𝑓 ∶=  ∫
𝑀

 𝑓(𝑥)𝜇(𝑑𝑥)      (3.2) 

denote the integral of f with respect of 𝜇. We have the following definitions. 

 

3.1Markov kernel  

A Markov kernel on M is a family of measures 

𝑃 =  {𝑃(𝑥, . )}𝑥𝜖𝑀    (3.3) 

such that 

(i) For all 𝑥 𝜖 𝑀, 𝑃 (𝑥, . ): 𝛽 (𝑀) → [0, 1] is a probability measure; 

(ii) For all G 𝜖 𝛽 (𝑀), the mapping 𝑥 𝜖 𝑀 ↣ P(𝑥, 𝐺)𝜖 ℝ is measurable. 

 

The Markov kernel P acts on functions g 𝜖 B(M) and measures (respectively probability 

measures (according to the formular: 

  𝑃𝑔(𝑥) ≔  ∫
𝑀

  𝑃(𝑥, 𝑑𝑦)𝑔(𝑦)   (3.4) 

𝜇𝑃(𝐺) ≔  ∫
𝑀

  𝜇(𝑑𝑥)𝑃(𝑥, 𝐺)   (3.5) 

𝑃𝑛+1(𝑥, 𝛽) =  ∫ 𝑃1(𝑥, 𝑑𝑦)𝑃𝑛(𝑦, 𝛽), 𝑛 = 1, 2, … (3.6) 

 

3.2 Markov chain 

 Let (Ω, F, P) be a probability space. A filtration 𝔽 = (𝐹𝑛)𝑛≥0 is an increasing sequence of 

𝜎-fields: 𝐹𝑛 ⊂  𝐹𝑛+1 ⊂ 𝐹 for all 𝑛 ∈ ℕ.(Ω, 𝐹, 𝔽, P) is called a filtered probability space. An M-

valued adapted stochastic process on (Ω, F, 𝔽, P) is a family (𝑋𝑛)𝑛≥0of random variables defined 

on (Ω, F, P), taking values in M and such that 𝑋𝑛 is 𝐹𝑛  measurable for all 𝑛 ∈ ℕ.Given a filtered 

probability space (Ω, F, 𝔽, P) and a Markov kernel P on M, a Markov chain with kernel P on (Ω, 

F, 𝔽, P) is an M-valued adapted stochastic process (𝑋𝑛) on (Ω, F, 𝔽, P) such that 

𝑃(𝑋𝑛+1 ∈ 𝐺|𝐹𝑛) = 𝑃(𝑋𝑛 , 𝐺)                      (3.7) 

 

for all 𝑛 ∈ ℕ and for all g ∈ 𝛽(𝑀). Equivalently,    

𝐸(𝑔(𝑋𝑛+1)|𝐹𝑛 = 𝑃𝑔(𝑋𝑛)            (3.8) 

 

for all 𝑛 ∈ ℕ and for all g ∈ 𝛽(𝑀) (or all functions g : M → ℝ that are measurable and 

nonnegative). 𝐸(. |𝐹𝑛) denotes conditional expectation with respect to 𝐹𝑛 , and 

𝑃(𝑋𝑛+1  ∈ 𝐺|𝐹𝑛) ≔ 𝐸(1𝑋𝑛+1∈𝐺|𝐹𝑛).  

The Kolmogorov Equation, which is also known as the forward equation that describes the time-

evolution of the probability distribution of the Markov process is presented as a major reviewed 

result in the following theorem. 

 

3.3 Theorem  (Kolmogorov). Let f(k) ∈ 𝐶𝑏 (ℝ) and let 𝑢 (𝑥, 𝑠) ≔ 𝐸 (𝑓 (𝑋𝑡)/𝑋𝑠 = 𝑥) 

= ∫ 𝑓(𝑦) 𝑝(𝑑𝑦, 𝑡/𝑥, 𝑠), with t fixed. Assume furthermore that the functions 𝑏(𝑥, 𝑠), Ʃ(𝑥, 𝑠) are 

smooth in both x and s. Then 𝑢(𝑥, 𝑠) solve the final value problem for S ∈ [0, t]. 

𝜕𝑢

𝜕𝑠
= 𝑏(𝑥, 𝑠)

𝜕𝑢

𝜕𝑥
+ 

1

2
 Ʃ (𝑥, 𝑠)

𝜕2𝑢

𝜕𝑥2
 , 

  𝑢 (𝑡, 𝑥) = 𝑓(𝑥).    

 

The Kolmogorov Equation above, that describes the time-evolution of the probability 

distribution of the Markov process can be given in a compact form as  
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𝜕

𝜕𝑡
 𝑃(𝑡, 𝑥, 𝐴) =   𝑄 𝑃 (𝑡, 𝑥, 𝐴) 

Where Q = generator of the Markov process, 

𝑃(𝑡, 𝑥, 𝐴) = Transition probability from X to A at time t. 
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ABSTRACT 

This study models Nigerian commercial bank interest rates from January 1997 to December 

2023 using Generalised Autoregressive Conditional Heteroscedasticity (GARCH). The Central 

Bank of Nigeria (CBN) statistical bulletin provided the data. The original series' time plot 

demonstrated the exchange rate return series' trend and metamorphosis, which caused it to 

become stationary. The variables were stationary at lag one, according to the results of the series' 

Augmented Dickey-Fuller test. To simulate the interest rate return series, the study used both 

symmetric and asymmetric (GARCH) models, which capture characteristics of financial time-

series data such as volatility clustering and leverage impact. Asymmetric power autoregressive 

conditional heteroscedasticity (APARCH (1,1)), however, was chosen as the best model for the 

return series after six models were calculated for the conditional variance. Ultimately, the 

asymmetric APARCH model is the most suitable model to estimate the interest rate volatility. 

The model's post-estimation revealed that its distribution was normal. 

Keywords: Interest Rate, APARCH, GARCH, Volatility and Leverage Effect. 

 

1. Introduction 

One clever way to increase your savings is to make timely investments in deposit money banks. 

Deposit money banks, as opposed to traditional savings accounts, safeguard investors' funds and 

enable them to generate better returns; these returns are known as interest. Sunday (2012) states 

that this interest is a payment that a borrower makes to a lender in exchange for using money that 

has been put in the bank for a predetermined amount of time. He went on to say that interest is 

the payment made to those who contribute the money needed to buy capital goods. Conversely, 

the rate can also be interpreted as a gauge or regularity of a certain fee paid or assessed for the 

total amount of money placed in the bank for a specific time frame.  

It was discovered that the set price paid or charged fluctuates over time, regardless of the amount 

or frequency of the payment made against the total amount of money deposited in the bank for a 

specific amount of time. It is observed to be very low at times and high at others. Sunday (2012) 

disclosed that investors benefit from low interest rates on money deposited in banks, as high 

interest rates put depositors in danger of losing money.  

 

 Volatility in finances is one of the greatly important concept, which measures variances of 

variable asset return. Volatility is the uncertainty surrounding potential price movement and it is 

many a time used as a basic measure of the total risk of financial assets. A number of models 

have been developed to investigate volatility across different countries. The most common model 

to estimate exchange rate volatility is the GARCH model developed independently by Bollerslev 

(1986), Taylor (1986) and Engle (1986). 
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Volodymyr (2002) recorded that, interest rates behave differently in various nations under 

various conditions. For instance, certain nations impose interest levies on bank deposit facilities 

and other related economic obligations. Shocks can result from various factors, such as fast 

changes in interest rates, unanticipated swings, and all expenses. According to Dmytro (2017), 

interest rates have been sharply declining globally since 2008. This was the initial reaction to the 

2008–2009 global financial crisis shock brought on by the US subprime mortgage crisis. 

According to Dmytro (2017), central banks all over the world have lowered discount rates and 

implemented open market operations (OMO) to expand the money supply. This has allowed 

commercial banks to borrow money at lower rates to satisfy reserve requirements and expand 

lending. However, since the first response to the shock of the global financial experience, it has 

been often believed that interest rate reacts more dramatically to changes in volatility.  This 

reality calls for a more exact volatility modelling. Besides, an accurate volatility model and 

forecasting can allow a more appropriate estimation of the value at risk. Therefore, it becomes 

necessary to develop an appropriate model for modelling shocks in interest rate levies in a 

developing country like Nigeria. According to Volodymyr (2002), the theoretical approach to 

modelling interest rates differs according to countries. Some interest rate models developed and 

tested in one country may not be appropriate when they are applied in a transitory or inflationary 

economy. Nonetheless, it has long been held since the initial reaction to the global financial 

crisis that interest rates respond more sharply to fluctuations in volatility. This fact necessitates 

more precise volatility modelling. Furthermore, a more precise evaluation of the value at risk can 

be made possible by reliable volatility modelling and forecasting. As a result, it becomes 

essential to create a suitable model for simulating interest rate shocks in developing nations like 

Nigeria. Volodymyr (2002) asserts that the theoretical framework for interest rate modelling 

varies by nation.  

 

2.0 METHODOLOGY 

2.1  Conditional Mean Model 

2.1.1  ARMA (p,q) 

Both an AR and an MA procedure are involved in the movement of the Nigerian Naira (NN) to 

the US Dollar (USD). Consequently, ARMA (p,q), where p denotes the autoregressive term 

order and q denotes the moving-average term order, may be expressed as  

𝒚𝒕= ∑ 𝜶𝒊
𝒑
𝒊=𝟏 𝒚𝒕−𝟏 + 𝜺𝒕+ ∑ 𝜷𝒋

𝒒
𝒋−𝟏 𝜺𝒕−𝟏      (1) 

 

An autoregressive moving average model of orders p and q, denoted ARMA (p, q), is stated to be 

followed by a series {yt}. The model is stationary and invertible due to the constants βj and 

α_(i), and {εt} is a white noise process.  

 

2.2. Volatility Models 

There are two primary categories of volatility modelling techniques: symmetric models and 

asymmetric models. While the asymmetric model's negative and positive size shocks have 

differing effects on future volatility, the symmetric model's conditional variance solely depends 

on the asset's magnitude and not its sign. Brook, Chris (2008). 
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2.2.1  Symmetric Models 

2.2.2  ARCH (1) 

The conditional variance of a series is modelled using the autoregressive conditional 

heteroscedastic (ARCH) model. This approach is frequently applied to explain variations that 

rise and decrease. Assume that the variance of a series y_t is to be modelled. The ARCH (1) 

model states that the variance of y_t depends on Yt-1 at time t.  

The ARCH model is represented mathematically as follows.  

𝝈𝒕  = 
𝟐 𝜶𝟎 + 𝜶𝟏𝒖𝒕−𝟏

𝟐          (2) 

 

We impose the constraints that 𝛼0 ≥ 0 and 𝛼1≥ 0 to avoid negative variance 

2.2.3.  GARCH (1, 1) Model 
The variance at time t is modelled by the generalised autoregressive conditional heteroscedastic 

model, which permits the conditional variance to depend on prior lags. The model uses the value 

of the past squared observation and past variance. The replicas calculate the amount that a 

volatility shock from today influences the volatility in the following period. Determines how 

quickly this effect changes over time. Below is an illustration of a GARCH (1, 1) model. 

 

𝝈𝒕
𝟐 = 𝜶𝟎+ 𝜶𝟏𝒖𝒕−𝟏

𝟐 + 𝜷𝟏𝝈𝒕−𝟏
𝟐         (3) 

 

This is a GARCH (1, 1) model.𝜎𝑡
2Is known as the conditional variancesince it is a one-period 

ahead estimate for the variance. 

 

2.2.4  GARCH- M (1,1) 

In the financial markets, a high level of risk is thought to yield a high return. One could think 

about the GARCH IN MEAN model in these kinds of situations. The model permits a sequence's 

condition mean to rely on its conditional variance.  

The following is the model.  

𝜸𝒕= 𝝁 + 𝝀𝝈𝒕
𝟐+ 𝒚𝒕         (4) 

𝒚𝒕= 𝝈𝒕𝜺𝒕 

𝜺𝒕~ ( 0, 𝝈𝒕
𝟐) 

𝝈𝒕
𝟐= 𝜶𝟎+ 𝜶𝟏𝒚𝒕−𝟏

𝟐 +𝜷𝒕𝝈𝒕−𝟏
𝟐         (5) 

Where 𝜆 𝑎𝑛𝑑 𝜇 are constant, if 𝜆 is positive the return is also positive related to volatility 

 

2.3  Asymmetric Models  

It is necessary to discuss the ASYMMETRIC GARCH model because negative shocks, or bad 

news, typically have a greater impact on volatility than positive shocks. To that aim, we limited 

our research to the most well-known asymmetric GARCH models, including EGARCH, TS-

GARCH, and APARCH. 

 

2.4 EGARCH Model: 

The model is known as exponential GARCH (EGARCH). Compared to the pure GARCH 

specification, the model has several advantages. First, even if the parameters are negative, 
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(σ_i^2) will still be positive because the log (σ_i^2) is simulated. Therefore, the model 

parameters do not require the imposition of non-negativity requirements in an unnatural manner. 

Second, asymmetries are permitted by the EGARCH formulation since the model has the 

following representation if the link between volatility and returns is negative, γ will be negative:  

Log𝒉𝒕= 𝜶𝟎+ ∑ 𝜶𝟏
𝒑
𝒊=𝟏

|𝜺𝒕−𝟏|+ 𝜸𝒊 𝜺𝒊−𝟏

𝒉𝒕−𝟏

𝟏
𝟐

 +  ∑ 𝜷𝒋   𝐥𝐨𝐠 𝒉𝒕−𝒋

𝒒
𝒋=𝟏    (6) 

 

Where 𝛾 is leverage effect co-efficient. (If 𝛾 > 0 it indicates the presence of leverage effect). 

Note that when 𝜀 is positive there is good news, when 𝜀 is negative there is bad news  

 

2.5 Ts GARCH Model: 

Another GARCH method that is capable of modelling leverage effects is the Threshold GARCH 

(TGARCH) model, which has the following form: 

 

𝒉𝒕= 𝜶𝟎 + ∑ 𝜶𝟏  
𝒑
𝒊=𝟏 𝜺𝒕−𝟏

𝟐  + ∑ 𝜸𝟏
𝒑
𝒊=𝟏 𝜺𝒕−𝟏

𝟐 𝒔𝒕−𝟏   + ∑ 𝜷𝒋
𝒒
𝒋=𝒊 𝒉𝒕−𝟏  (7) 

Where 𝒔𝒕−𝟏= {
𝟏 𝒊𝒇 𝜺𝒊−𝟏 <0

𝟎 𝒊𝒇 𝜺𝒕−𝟏 ≥𝟎
 

𝛾 is the leverage effects coefficient. (if 𝛾 > 0 it indicates the presence of leverage effect). That is 

depending on whether 𝜀 is above or below the threshold value of zero, 

𝜀𝑡 
2 has different effects on conditional variance ℎ𝑡 when 𝜀𝑡−𝑖 is positive. 

 

2.6 APARCH (1,1) 

The Asymmetric Power ARCH (APARCH) model can handle both power transformation of the 

variance and asymmetric effects. The following is its specification for the conditional variance. 

 

𝛔𝐭
𝟐= 𝜶𝟎𝐳𝐭 + ∑ 𝛂𝐢(|𝐮𝐭|

𝐪
𝐢=𝟏 - 𝛄𝐭𝐮𝐭) + ∑ 𝛃𝐣

𝐩
𝐣=𝟏 𝛔𝐭−𝟏

𝟐     (8) 

 

Where 𝜎𝑡 = √ℎ𝑡, the parameter 𝛾 (assumed positive and ranging between 1 and 2) 

3.0 RESULTS 
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Figure 3.1 The time plot at levels and of Returns on Interest Rate 

The presence of a trend in a series will make it not to remain stationary. The first difference's 

time plot demonstrates a stationary process and provides indications of clustering in the interest 

rate returns series time plot.  

Table 3.1: Summary of Descriptive Statistic for Interest Rate 

Mean Medium Maximum mini Std. 

dev 

skewness kurtosis prob sum observe 

5.16  4.03  19.38 1.33 3.8 3.8 1.8  0.00 1672.3 324 

 

Similarly, the descriptive test was applied to the study's variable, interest rate returns. The 

descriptive statistics for the series are shown in Table (4.1), along with the mean, median, 

maximum, minimum, standard deviation, skewness, kurtosis, and Jarque-Bera test statistic. The 

variable's sample mean is positive, indicating a positive mean return; nevertheless, the return 

series' matching standard deviation is considerable. Furthermore, the series' skewness statistics 

are positive. This indicates a high increase (rightward tilt) in the series. One of the prevalent 

features of financial time series data is an indication that is skewed to the right. Additionally, the 

5.88 kurtosis values indicate the existence of a fat tail. At 306.4977, the Jarque-Bera (J-B) test 

statistic demonstrates statistical significance. 

 

Table 3.2: STATIONARITY TEST 

 Raw series Return series 

Critical value  ADF test statistics (-3.382) ADF test statistics (-16.2) 

1% -3.45 -3.45 

5% -2.867 -2.867 
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10% -2.57 -2.57 

 

Stationarity tests were performed on the data to prevent false regression. The unit root on 

variables was tested using the Augmented Dickey-Fuller (ADF) test; Table 4.2 displays the 

outcome of Since the series is non-stationary, the results of the Augmented Dickey-Fuller (ADF) 

test at the level and first differences and probability values in brackets indicate the presence of a 

unit root. The probability values (p-values) at the level are less than 0.05 (p-values >0.05) in the 

variable. Gujarati (2003) 

 

Table 3.3: Testing for the Presence of an ARCH Effect 

Estimator Lag 1 

F-statistic  0.027 

Prob F(1,237) 0.869 

n*R2 0.027 

X2(1,1) 0.869 

 

3.1 Test for Heteroscedasticity 

Nonetheless, the residual derived from the return series' test for heteroscedasticity (the ARCH 

effect) is displayed in Table (4.3). An ongoing, permanent ARCH effect was found after the 

return series was tested for it. The chi-squares test statistics (0.8689) correlate to a higher value 

than the F-statistic (0.027). This suggests that ARCH effects are present in the return series. 

 

Table 3.4: Model Estimation for Symmetric and Asymmetric  Models of  Return on 

Interest Rate 

Models/ 

Parameter. 

Symmetric  GARCH Asymmetric GARCH 

ARCH 

(1) 

GARCH 

(1,1) 

GARCH-M 

(1,1) 

APARCH 

(1,1) 

TS GARCH 

(1,1) 

GARCH 

(1,1) 

C 101.39 

(0.000) 

30.276 

(0.000) 

0.28.939 

(0.000) 
0.087 

(0.000) 

9205.931 

(0.9637) 

0.0019 

(0.000) 

𝛼1 0.253 

(0.0042) 

0.624 

(0.000) 

0.714 

(0.000) 
0.244 

(0.000) 

0.997 

(0.000) 

0.465 

(0.000) 

𝛽  0.375 

(0.000) 

0.356 

(0.000) 
0.9268 

(0.000) 

0.4215 

(0.1155) 

0.616 

(0.000) 

𝛾    0.876 

(0.000) 

0.169 

(0.323) 

-0.124 

(0.000) 

𝜆    0.5278 

(0.000) 

0.7672 

(0.000) 

0.822 

(0.000) 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

63 
 

𝛼 + 𝛽  1.001 1.07 1.17 1.4 1.081 

log  -1227.7 -1184.89 -1184.095 -1160.21 -1184.617 -1163.325 

AIC 7.61 7.36 7.35 7.22 7.366 7.234 

SC 7.63 7.408 7.403 7.29 7.42 7.29 

Obs 324 324 324 324 324 324 

 

Using the information criteria and log-likelihood function, six models were estimated for the 

interest rate return: three symmetric models and three asymmetric models. At lag 1, every 

variable was stationary. The asymmetric model comprises APARCH, TS-GARCH, and 

EGARCH, whereas the symmetric model contains the ARCH, GARCH, and GARCH-M models. 

Table 4.4 indicates that all of the return series' models have a coefficient of the ARCH model 

that is greater than zero (α_0>0), indicating extremely high volatility. The financial mark is more 

risky when volatility is high, and the positive news is lower when volatility is low. 

.  
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Figure 3.4 Quantile –Quantile plot of standardized residual fitted from APARCH(1,1) 

Model return on interest rate 

3.2 Quantile –Quantile plot of standardized residual fitted 

Strong evidence of a normal distribution may be seen in the standardised residuals plot's normal 

quantile-quantile plots. It is seen that the lines of normalcy and quantile lie exactly on top of one 

another.  
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Figure 3.5: Correllogramme  of Standardized Residuals  Square 

3.3 Correlogram of APARCH Model 

Since the lag decreased gradually and the lags of the ACF and PACF all fell within the same 

level non-lag cut across the level, the correlogram of the square residual demonstrated the 

existence of the ARCH effect as the value of the ACF, and PACF. 

 

4.0 Conclusion 

The research model uses Nigerian commercial bank interest rate data from 1997 to 2023. The 

information was taken from the Nigerian Central Bank website. The application of several Garch 

models to model the interest rate among Nigerians was the main emphasis of this study. A 

rigorous analysis of the time plot showed that the series' movement was erratic. The unit root 

was tested for each of the variables using the Augmented Dickey-Fuller (ADF) test. Since the 

series is non-stationary, the unit root was found because of the ADF test at the level and first 

differences and probability values in brackets, the probability values (p-values) at a level are less 

than 0.05 (p-values >0.05) in the variables.  

For interest rates, the univariate specification of generalised autoregressive conditional 

heteroscedasticity (GARCH) models was utilised. These models included symmetric and 

asymmetric models that capture features of a financial series, such as leverage impact and 

volatility clustering. Based on the minimal AIC and SC information criterion (AIC=-7.22 SC= 

7.29), the APARCH model is determined to be the best model when comparing the symmetric 

and asymmetric models using the information criteria. The sum of the coefficients on the lagged 

squared error and lagged conditional variance is one (1), and the coefficients on the lagged 

squared residual and lagged conditional variance term in the conditional variance equation are 

both highly statistically significant. 
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A common illustration of GARCH models for return series on financial assets is this one. This 

suggests that there will be very persistent shocks to the condition variance.  

On the conditional variance, however, good and bad news have different effects: good news 

affects α, whereas bad news affects (α+β). The good news has an impact of 0.244 and the bad 

news has an impact of 1.17 in the APARCH model. λ has a positive and statistically significant 

value. This suggests that higher risk, as indicated by a higher conditional variance, raises the 

interest rate mean return.  
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ABSTRACT 

Let )(t  be the Dirac measure on ,)2( TSO   the circle group, and let TRG  2
be the 

Euclidean motion group. It is established that the (convolution) operator 

   )()(:' GGGCA C

   

Which is defined as )(*' tTffA n  extends to a bounded linear operator on ),(2 GL  for 
 CCf (G), the space of infinitely differentiable functions on G with compact support. 

Furthermore, we demonstrate that the left convolution operator 
TL  denoted as fTfLT *  

commutes with left translation, for ).(' GDT  Other notable results are also obtained. 

Key words: Euclidean motion group, Dirac measure, Convolution operator 

AMS Subject Classification: 43A70, 43A90 

 

Introduction  

Some convolution operators on the Euclidean motion group are the subject of this study. For 

)2(SEG   realized as ,2 TR   the convolution operators are defined on the space )(GCc

 and 

take values in the space )(GC . Let H be a Hilbert space and let G=SE(n) be generated by 

)(nSORn  . A specified operator for the subspace made up of equivalent classes of right K-

invariant functions of the H-valued Lp-space on G denoted by ,1),,:(  PHKGLp  and its 

adjoint A* is obtained. The order of the work is as follows. The major results are given in section 

3, with section 2 dealing with preliminary definitions and results required for the remainder of 

this work 

2. Preliminaries 

Let us define G as ,2 TRC  then the group law on G may be expressed as 

  ),(),)(,( )(   iiii ebeaebea  

For all .),(),,( 2 TRebea ii   The following proposition is needed in what follows. The 

proposition is found in Sugiura ([5]) but the proof presented therein is a little bit sparse and as 

such, we present the proposition here with a more detailed proof. 

 

2.1 Proposition.  In the event that f is a rapidly decreasing function on G, then the Fourier 

transform of f is as follows. 

  K
f drrFrsKsFf )(),;())()((       (2.1) 

For any >0 and ,,,)2(),(2 TsrTSOKKLF   where 

   ),(),(),;( )(1

2
  dersfrsK ri

R
f



   (2.2) 

Proof. If F and F1 belong to )(2 KL and ,)( rtg  then 1111 )()(   rrttrg   and  
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    


2
1 )()',)(,(),)(ˆ(

)1(

1

R rrt
K

drdFFUrfFFj 


  

    


2
)()(')(),(),( 1

R K

i

K
drdsdsFrsFssrerf   

   


2
)()(')(),( 1)1(

R K

rsri

K
drdsdsFsFerf    

    
K K

f dssFdrrFrsK )(')(),;(  

 

 

Given that F' is arbitrary in L2(K), (2.1) holds for nearly all s in K. This claim demonstrates 

)(f


is an integral operator on L2(K) whose kernel fK is given by (2.2) iff )(GSf  .  

 

2.2 Corollary.   As a function of ,2R  the ordinary Fourier transform of ),( rf  is represented 

by ),( rf   

  


2
)(),(),( ),(

R

i derfrf  
 

Then the kernel ),;( rsK f   is given by 

  ),(
~

),;( 1 rsrfrsK f  . 

Recall that the operator )()( gU p defines a representation of SE(2) on L2(K) as follows 

  )(~)(~)( ),()( XAcXgU TXaipp    

for each ),2(),,(),( 21 SExxgxg   where Rp  and  .. 2211 yxyxYX   The vector X is a 

unit vector (X.X = 1). 

It is necessary to review certain definitions, that may be needed in this research, on locally 

convex spaces. Let Ebe a vector space over the field of complex numbers. Let Ebe the union of 

an increasing sequence of subspaces En, n = 1,2, ..., and let each En, have a Frechet space 

structure such that the injection of Eninto En+1is an isomorphism, i.e, the topology induced by 

En+1on Enis is the same as the topology given on Eninitially. Then, we can define the Hausdorff 

locally convex space structure on E as follows. Assuming convexity, a subset V of E is a 

neighborhood of zero if and only if nEV  is a neighborhood of zero in the Prechet space Enfor 

each n =1,2,... We state that E is an LF-space or, equivalently, a countable strict inductive limit 

of Frechet spaces when we give it this topology. We may also state that the sequence of Frechet 

spaces, {En}, is a sequence of definitions of E. If every balanced, convex, bornivorous subset of a 

locally convex space is a neighborhood of zero, then the space is said to be bornological. The 

space )(GCC   is a metrizable, locally convex, complete space; on the other hand, the space 

)(GCc

 is an LF-space. Both spaces are bornological with respect to their respective topologies. 

We can now present the main results of this work. 

 

3. Main Results 

For the results presented hi propositions 3.2 and 3.3 we take )()( nSORnSEG n  and 

)(nSOK  . For a Hilbert space H and for ,1  p , we denote the subspace formed by 

equivalent classes of right  K-invariant functions of the  H-valued Lp(G:K,H).. This space is the 

H-valued Lpon X=G/K. lifted to G. We are interested in integral operators of the form 
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   ,)(),()( dyyyxSxA   

where S is the kernel 

  ),(: 21 HHLXXS   

such that 

  )(),()(),( 1

21

 gUyxSgUgygxS   

for all ,Gg  , with some uniformly bounded representations 
21 ,UU of G on the Hilbert spaces 

21, HH .By lifting all functions to G we may define an operator A by 

  ,)()()()( 1

1

2 dhhfUghkhUgAf
G

 

   (3.1) 

where k (g} satisfies the identity 

)()()()'( 1

21

 hUgkhUhghk     (3.2) 

for all .', Khh   If CHH  22
and 

2U are trivial representations, then (3.2) only means that k 

is left and right invariant (that is, bi-K- invariant) under K. The expression (3.1) is called a 

twisted convolution of f  and k denoted by .* 2,1 kf  

Proposition 3.1 below shows Lp-boundedness of the operator A while proposition (3.2) verifies 

its adjoint. 

 

3.1 Proposition. Let 
21 ,UU be representations of G on the Hilbert spaces 21, HH having 

uniform bounds 21, MM respectively. Let ),(,:( 21

1 HHLKGLk satisfying (3.2). Then for all 

,1  p , A defined by (3.1) is a continuous linear map ),:(),:( 21 HKGLHKGL pp  with 

bound not greater than .|||| 121 kMM  

 

3.2 Proposition.   Let A be as in proposition 3.2.   Then, for any ),:( 1

2HKGLp , the adjointA* of 

A is given by 

  


G
dhhhUghkhUgA )(*)(*)()()(* 2

11*

1  
 

where 

  1

1

1

2 )())(()(  hUllUlk   

Proof. For every ),,:( HKGLf p  

  ,, * AfAf   

  

 

 

 













G G

G G

G G

dhdgghUghkhUhf

dhdgghUghkhUhf

dggdhhfhUghkhU

)(*)()()(),(

)(*)()()(),(

)(,)()()()(

2

11*

2

2

11*

2

1

1

1

2













 

By Pubini's theorem, the result follows thus 

 

   .)()()()()( *

2

*11*

1

* dgggUhgkgUgA
G

 


  
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3.3 Theorem. Let .
t

T



  The operator 

   )()(:' GCGCA c

   

defined by )(* tTfBf n extends to a bounded linear operator on L2(G) and is unitary up to a 

constant multiple. 

 

3.4 Theorem.   Let )(' GDT  .   The convolution map LTis a continuous linear map from 

)(GCc

  into )(GC and it commutes with translations.   Conversely, if 

)(*)(: GCfTfGCL c

    is a continuous linear map such that 

   oLLo aa    

for every fixed Ga , there is a unique )(' GDT  such that 

   ).(,*)( GCffTfL c

  

Proof. Let )(' GDT  and let a be a fixed element in G, we denote the left translation of a 

function f  in G by Ta.Then )()( 1gafgfTa

 . Now, put gbg 1'   for a fixed .Gb . Then 

    ))((,)'()(* 1gbfTTgfTT aa

  

    ))(,)(, 111 gbafTgbafT    

   `       ),'()*()(* 1 gfTTgbafT a   

which verifies that the map (convolution) commutes with left translations. 

Conversely, suppose that )(*)(: GCfTfGCL c

    is a continuous linear map commuting 

with translations. The map 

  )()1),0,0)((()( GCLffGCc

    

 

defines a continuous linear functional on ).(GCc

 . Hence, there is a unique )(' GDT   such that 

   ),,()1),0,0)((( fTLf


  

where ).()( 1 gfgf


We have also that 

    ).1),0,0)((*()1),0,0)((( fTLf


  

Since L commutes with left translation and for any )(' GDT   we have 

and verifies that L is a convolution map. This completes the proof. 

    )1),0,0)]((([)())(( fTLLfTgLf aa   

  ))((,)1),0,0))((((*( gfTTfTTT aaa   

  ),)(*()(,( 1 gfTTgafT a   

Conclusion 

It is established in this research (theorem 3.3) that the (convolution) operator 

    )()(:' GCGCA c

   

which is defined as )(*' tTffA n  extends to a bounded linear operator on L2(G), for 

).(GCf c

  It is further demonstrated that the left convolution operator LTdenoted as 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

70 
 

fTfLT *  commutes with left translation, for ).(' GDT  Lastly, the adjoint of a specified 

operator for the subspace made up of equivalent classes of right K-invariant functions of the H- 

valued Lp - space on G denoted by  pHKGLp 1),,:(  is obtained in proposition 3.2 and its 

Lpboundedness is demonstrated in proposition 3.1 
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ABSTRACT 

Let SE(2) be a two dimensional Euclidean motion group realized as the semi-direct product of  

R2  and SO(2). The structure of SE(2)  and it explicit spherical function are presented. 

Furthermore,  the Fourier transform of a kind of distribution on SE(2) and its boundedness are 

studied, and the boundedness is found to be possible in the space of square integrable functions 

of SE(2). 

KeyWords: Euclidean Motion group, invariant differential operator, distribution, universal 

enveloping algebra, spherical functions. 

AMS Subject Classification:43-XX, 46Fxx, 16Sxx, 44- XX 

1. Introduction 

Special functions introduced in analysis have been shown to have tight ties to the idea of linear 

representations of Lie groups. The spherical functions are prominent among these functions. In 

the current theory of infinite dimensional linear representation of Lie groups, spherical functions 

are crucial. Spherical functions for SE(2) are the solutions of the radial part of Laplace-Beltrami 

operator
2

2

2

2

22

2 11

 



















rrrr
  on SE(2). They are the Bessel functions for n in 

general. For n = 2, they are the Bessel functions of order zero. This work is centered on the 

spherical transform of distribution on SE(2). This distribution is realized as the product of 

spherical function and dirac  function on SE(2). The work is organized as follows. Section two 

deals mainly on preliminaries concerning the Euclidean motion group. Section three is concerned 

with the representation and Fourier transform of distribution onSE(2). 

Preliminaries 

2.1 The Euclidean Motion Group. The group SE(n) is realized as the semi-direct product of 

Rnwith SO(n).  Any member of SE(n) may be denoted as  ),( xg  , where ξ ∈SO(n) and nRx 

. For any ),( 111 xg   and  g2 =  22 ,x SE(n), multiplication on SE(n) may be defined as 

),( 2121121  xxgg   

and the inverse is defined as  

 11 ,xg   
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Here  t denotes a transpose. Alternatively, SE(n) may also be identified as a matrix group 

whose arbitrary element may be identified as (n + 1) × (n + 1) matrix, given in the form 
















10
)(

t

x
gH


 

where ξ ∈SO(n) and 0t = (0,0...,0). It is observed that H(g1)H(g2) = H(g1g2), H(g−1) = H−1(g) and 

g H(g) an isomorphism between SE(n) and H(g). 

2.2 The Schwartz space S(G). Consider the Euclidean motion group SE(2) realized as TR 

where ZRR 2/ . If we choose a system of coordinates (x,y,θ) on G with x,y∈R and θ ∈T, then 

a complex - valued C∞ function f on G = SE(2) is called rapidly decreasing if for any N ∈N and α 

∈N3 we have 

pN,α(f) = Supθ∈T,ξ∈R2 | (1 + ||ξ||2)N(Dαf)(ξ,θ) |<+∞, 

where 

, 

(α = (α1,α2,α3);ξ = (x,y)). The space of all rapidly decreasing functions on G is denoted by S = 

S(G). Then S is a Frechet space in the topology given by the family of semi-norms {PN,α: N ∈N,α 

∈N3}. 

The space S′(G) of (continuous) linear functionals on S(G) is referred to as the space of 

tempered distributions on G = SE(2). This space can be topologised by strong dual topology, 

which is defined as the topology of uniform convergence on the bounded subsets of S(G) 

generated by the seminormspφ(u) = |u(φ)|, where u : S(G) →R and φ ∈S(G). We close this 

section by defining the concept of convolution on the space S(G). 

3. Fourier transform of Spherical function on SE(2) 

The Fourier transform of the group SE(2) is needed in what follows. The following preparations 

concerning the representation of SE(2) is presented first. 

Let ) be the space of square integrable functions on   ).2(2,0 SOT    A 

representation of ) is given as 

)()()( ),()( XAeXgU TXipp    

for each g ∈SE(2), where p ∈R+  

 

3.1 Definition. The Fourier transform of f∈S(G) ( orf ∈L1(G) ) is a map 

F(f) :R+
∗→ B(L2(G)) 
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defined as   

 




G
dgUgfFf   )()())(( 1

 

 

and the inverse is defined as 

 

where g = ),x  and dµ(g) stands for a measure on G. 

The Laplace-Beltrami operator on SE(2)(see [3],[5]) is given by 

 

. (1) 

A radial solution of (1) yields 

               (2) 

Next, the Fourier transform of expression (1) is considered. The integral representation of 

J0(λ) is defined as 

 

Now 

 

We evaluate δ(−t − cosϕ) and substitute the result as follows. It is known that δ(x)=δ(−x) , 

therefore, δ(−t−cosϕ) = δ(t+cosϕ). t+cosϕis a function,and we use one of the properties of Dirac 

function that says 
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. 

ϕiare the roots of g(ϕ) = 0, g1(ϕ) is the first order derivative of g(ϕ). Now, g(ϕ) = t + cosϕ, 

therefore, g′(ϕ) = sinϕ. The two possible roots of t + cosϕare ϕ1 = cos−1(−t) and ϕ2 = 2π − 

cos−1(−t). So therefore, 

. 

 
We know that sin2ϕ + cos2ϕ = 1 and sinϕ= p1 − cos2ϕ. Let ϕ = cos−1(−t) , 

 

 

 

Therefore, .1)(sin(cos 21 tt   Now, 

 


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


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
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







 

This is the Fourier transform of the spherical function of SE(2). It is our interest to use it in 

studying signal analysis and a Paley Wiener type theorem in our future research. 
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A review of Sobolev space on Locally Compact group 

 

U. E. Edeke and M. Joy 

Mathematics Department, University of Calabar, Calabar. 

 

Introduction 

Sobolev spaces are a central and fundamental concept in functional analysis, differential 

geometry, potential theory, approximation theory and partial differential equations (PDEs), 

providing a framework for understanding the regularity properties of functions and the solutions 

to differential equations. It is a functions spaces that accommodate functions whose derivatives 

existed in some generalized sense, known as “weak derivatives”. The study of this space was 

motivated by the need to solve boundary value problems in partial differential equations where 

solutions that are continuously differentiable might not exist. 

Locally compact groups form a broad class of topological groups that generalize many familiar 

structures, such as Euclidean spaces, Lie groups, and discrete groups. A locally compact group is 

characterized by the property that every point has a compact neighborhood, and the group 

operations (multiplication and inversion) are continuous. The existence of a Haar measure on 

these groups, which is a unique (up to a scalar multiple) left-invariant measure, allows for the 

integration of functions and forms the foundation for harmonic analysis on these groups. This 

work focuses on basic review of Sobolev spaces in the context of locally compact groups with 

emphasis on the Sobolev embedding theorem on Locally compact group. 

 

4. Preliminaries. 

In this section, basis definitions that are required for proper understanding of Sobolev embedding 

theorem are considered. 

 

2.1 Topological Groups. Let G be a group equipped with a Hausdorff topology  the pair (G, 
) is a topological group provided the group operations of addition and multiplication  are 

continuous. Examples include, but not limited to, the set of real numbers equipped with modulus 

topology and the General linear group. 

 

2.2 Locally Compact group.A topological group is said to be locally compact if every point in 

G has a compact neighborhood. Furthermore, a topological group G is said to locally compact if; 

 If g is a Hausdorff space 

 Every point in g has a compact neighborhood 

 The group operations of multiplication and inversion is continuous. 

From the above stated definitions, this researcher defines a locally compact group as a 

topological group that satisfies the following listed conditions; 

 The group is locally compact at its identity element e, that is, there exist a neighborhood 

of ℯ that is compact. 

 The group operations and inverses are continuous. 

 The group is a Hausdorff topological space, that is, ∀𝓍, 𝓎∈ G, then∃𝒰𝓍 ∈ 𝕌(𝓍) and 

𝒰𝓎 ∈ 𝕌(𝓎) such that 𝒰𝓍 ∩ 𝒰𝓎 = ⌀. 

In essence, a topological space is said to be locally compact at a point say x if, x has 

compact neighborhood. 
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A group G is said to be locally compact if every point in G is locally compact. 

Examples of locally compact groups include discrete groups, Lie groups, the additive 

groups of rational numbers, the groups of real numbers etc. 

 

2.3 Topological Vector Space. A topological vector space (TVS) is a Hausdorff topological 

space in which the vector operations of addition and multiplication are continuous.  

2.4 The space 𝓛𝒑(Ω) . Let Ω be a domain in ℝ𝑛and let p be a positive real number we denote by 

ℒ 𝑝(Ω) as the class of all measurable functions u defined on Ω for which 

∫ │𝑢(𝑥)│𝑝

Ω

𝑑𝑥 < ∞. 

The elements of ℒ 𝑝(Ω) are thus an equivalent class of measurable functions satisfying the above 

integral. Also, u∈ 𝓛𝒑(Ω) if u satisfies the above integral and u= 0in 𝓛𝒑(Ω), if u(x)= 0 in Ω. 

2.5 Sobolev Space. Let  Ω be an open set in ℝ𝑛 and let p (1≤ p ≤ ∞) be  a real number.  The 

Sobolev space usually denoted as 𝒲𝑘,𝑝(Ω) is a space of functions u∈ ℒ 𝑝(Ω) whose weak 

derivatives up to order k also belong to 𝓛𝒑(Ω) space 

𝒲𝑘,𝑝(Ω)= {𝑢 ∈ ℒ 𝑝(Ω)│𝐷𝛼𝑢 ∈ ℒ 𝑝(Ω)for│α│ ≤ 𝑘} 

Where 𝐷𝛼𝑢 = 𝛼 − 𝑡ℎ order partial derivative of u  

And where 𝛼 is the order of the derivative.Sobolev spaces 𝒲𝑘,𝑝(Ω) consist of functions in ℒ 𝑝(Ω) 

that have weak partial derivative up to order k. 

The following are some properties of Sobolev space 

 The Sobolev space is a Banach space, this stems from the fact that according to the 

property of the normed space and by consequence of this property a norm of a Sobolev 

space {‖ • ‖ 𝒲𝑘,𝑝(Ω)} defines the sum of ℒ 𝑝 − 𝑛𝑜𝑟𝑚𝑠 of all weak derivates up to order 

k.  

 The Sobolev space 𝒲𝑘,𝑝(Ω) is uniformly convex, reflexive and separable. 

 The Sobolev space is a complete inner product space that is a Hilbert space. 

The concept of Sobolev space naturally extends to functions in ℝ𝑛by considering local charts 

and partitions allowing for the treatment of partial differential equation. 

 

5. THE SOBOLEV IMBEDDING THEOREMS 

The imbedding characteristics of Sobolev spaces are essential in their uses in analysis, especially 

in the study of differential and integral operators. The most important imbedding results for 

Sobolev spaces are often referred to as a single theorem called “THE SOBOLEV IMBEDDING 

THEOREM” although they are of several different types and can require different methods of 

proof. The different types of the Sobolev imbedding theorems depends on the domain, the 

dimension and the order of the Sobolev space involved. In this section, we shall present the 

different kinds of imbedding theorem on groups without proof. 

 

3.1 SOBOLEV IMBEDDINGS INTO LEBESGUE SPACES. This version of the Sobolev 

imbedding give us a clue as to how Sobolev spaces 𝒲𝑘,𝑝(Ω), where 𝑘 is the order of 

differentiability and 𝑝 is the exponent of integrability can be embedded into the Lebesgue space. 

Let Ω ⊂ ℝ𝑛 be a domain. If 1≤ 𝑝 < 𝑛, then there is a continuous embedding of the Sobolev 

space𝒲1,𝑝(Ω) into spaces 𝐿𝑞(Ω) for 𝑞 such that: 
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1

𝑞
=

1

𝑝
−

1

𝑛
. 

This means that functions in spaces 𝒲𝑘,𝑝(Ω) are also in 𝐿𝑞(Ω) for this 𝑞, and there exist a 

constant 𝐶 such that: 

‖𝑢‖𝐿𝑞(Ω) ≤ 𝐶‖𝑢‖𝒲1,𝑝(Ω). 

It is important to note however that this does not hold true for the case where 𝑝 = 𝑛 which is the 

imbedding into an exponential Orlicz space. One of the major theorems of Sobolev embeddings 

is the Rellich-Kondrachov compact embedding theorem which was traditionally stated to 

embody the embedding of Sobolev spaces into the Euclidean space 

3.2 THE RELLICH-KONDRACHOV THEOREM OF SOBOLEV SPACES ON ℝ𝒏. Let 

Ω ⊂ ℝ𝑛be a bounded, open domain with a smooth boundary and let 1 ≤ 𝑝 < ∞. Suppose 𝑚 > 0 

is an integer. Then the Sobolev space 𝒲𝑚,𝑝(Ω) is compactly embedded into 𝐿𝑞(Ω) for any 1 ≤
𝑞 < 𝑝∗, where  

𝑝∗ =
𝑛𝑝

𝑛 − 𝑝
 𝑎𝑛𝑑 𝑝 <

𝑛

𝑚
, 

That is,  

𝒲𝑚,𝑝(Ω)  ↪↪ 𝐿𝑞(Ω) 

NOTE: " ↪ " denotes continuous embedding and ↪↪ denotes compact embedding. 

The Rellich-Kondrachov compact imbedding theorem is a recognized result in the theory of 

Sobolev spaces for Euclidean domains, however this theory extends to a more general setting 

such as the locally compact groups. As earlier determined in the study of existing literature, 

Sobolev spaces can be defined on locally compact groups equipped with Haar measure, which 

allows generalization of various classical Sobolev theory results. This result is stated as follows. 

3.4 The Rellich-Kondrachov theorem on locally compact groups. Let 𝐺 be a locally compact 

group that possesses a left-invariant Haar measure 𝜇. Assume that: 

 𝐾 ⊂ 𝐺 is a compact subset, 

 𝑝 ∈ [1, ∞), 𝑞 ∈ [1, ∞), and 𝑚 is a non-negative integer, 

 𝒲𝑚,𝑝(𝐺 ) denotes the Sobolev space of functions on 𝐺, defined using left-invariant 

differential operators. 

If 𝑚 > 0, then for certain 𝑝 and 𝑞, depending on the group dimension, there exist a compact 

embedding; 

𝒲𝑚,𝑝(G)  ↪↪ 𝐿𝑞(G) 

That is, any bounded sequence in 𝒲𝑚,𝑝(G) has a subsequence that converges strongly in 𝐿𝑞(G), 
where the condition of  𝑚, 𝑝 and 𝑞 depend on the dimension of the group and the regularity of 

the Sobolev space. 
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To make sense of the above theorem, it is understood that Sobolev spaces 𝒲𝑚,𝑝(G) on locally 

compact groups are defined similarly to the Euclidean setting as earlier stated in the study and 

given a left invariant differential operator 𝐷𝛼 , we define Sobolev norm as: 

‖𝑢‖𝒲𝑚,𝑝(G) = ∑ ‖𝐷𝛼𝑢‖𝐿𝑝(G)

|𝛼|≤𝑚

, 

Where 𝛼 denotes a multi-index corresponding to a differential operator and 𝑢𝜖𝒲𝑚,𝑝(G) if 𝑢 and 

its derivative up to order 𝑚 are in 𝐿𝑝(G). 
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Abstract 

Most people and businesses in recent years have embraced digitalization. Most of the real-world 

transactions like shopping, communications, banking and education are made available via the 

internet. This noticeable increase in patronage enjoyed by innovation brings with it, an increase 

in vulnerabilities in the digital ecosystem. There are existing security measures to ensure data is 

safe, but this conventional security methods like encryption, use of passwords, firewalls and use 

of antivirus only provides first level defense. Also, most existing Intrusion Detection Systems 

(IDSs) struggle to detect novel attacks since present day attackers keep novelty in their tools and 

techniques in exploiting any kind of vulnerability. The efficiency of an IDS is determined by the 

learning model selected and the quality of the dataset used. Imbalanced datasets present a 

problem during data classification, the minority attack classes are often not properly captured 

due to their small size. To increase the quality of the dataset, the Synthetic Minority 

Oversampling Technique (SMOTE) was deployed to tackle imbalanced datasets by generating 

synthetic samples for the minority classes like U2R and R2L in the NSL-KDD dataset. Random 

Forest and Long-Short Term Memory (LSTM) models were trained independently, the trained 

dataset was oversampled using SMOTE, then predictions from both models were combined 

using the late fusion approach which in this case was a simple averaging. Result shows that the 

RF and LSTM individually performed less but when the resampled hybrid model was tested, it 

showed a very high predictive accuracy of about 94% with the minority class attacks duly 

captured. Due to constraint in resources, the hybrid model was deployed in a virtual network 

environment and its performance was evaluated using metrics like accuracy, precision, false 

alarm rate, detection rate, recall and F1- score. It was observed that the hybrid model 

outperformed every other model selected for the comparison. Therefore, it can be concluded that 

the research work has brought some glimmer of hope with the assurance that major network 

security issues could be resolved seamlessly with the minority attack classes equally captured. 

Keywords: intrusion, detection, security, oversampling, accuracy, hybrid, network, dataset, 

attacks, model. 

1. Introduction 

The world is characterized with constant change and improvement. People and businesses have 

increasingly embraced technological developments, and most of the real-world transactions like 

shopping, banking and online examinations have been made available in the cyber world. 

However, this increase in patronage also increases the rate of vulnerability in the digital 

ecosystem. As security experts come up with possible remedies in trying to provide defense, the 
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intruders are also tirelessly improving upon their skills to beat the experts in their game. 

Therefore, there is urgency in addressing network security now, more than ever. 

In recent years, Intrusion Detection Systems (IDSs) have emerged to improve the security of 

network infrastructure since traditional and conventional security methods like firewalls, 

encryption, password and use of antivirus only provides first level of defense and cannot 

completely protect the networks and systems from progressive attacks and malware [10]. 

IDSs can be categorized into three groups: Signature based Intrusion Detection Systems (SIDS), 

Anomaly-based Intrusion Detection Systems (AIDS), Hybrid Systems. SIDSs store the 

signatures of the malicious activities in a knowledge base and try to detect intrusions by using 

pattern matching techniques. AIDSs try to learn the normal behaviors of the system and classify 

the others as suspicious. It can identify zero-day attacks that have not been encountered 

previously. The integration of SIDS and AIDS to increase the detection rate of known malicious 

activities by reducing the false positive rate of zero-day attacks constitutes the hybrid systems[4]. 

The machine learning model used in training the IDS and the quality of the dataset used, directly 

determines the efficiency of the IDS. The NSL-KDD dataset was used in evaluating the hybrid 

model. However, because of the imbalance nature of the dataset, assessing User to Root (U2R), 

Remote to Local (R2L), Probing, and Denial-of-Service (DoS) attacks in networks 

simultaneously has been a major challenge in intrusion detection. Re-sampling technique was 

adopted to deal with these challenges and increase the detection rate of the low-sampled attack 

types. 

The efficiency of an IDS is determined by the learning model selected and the quality of the 

dataset used. A good quality dataset can be defined as a dataset that improves better performance 

metrics in real-world transactions [5]. [1]also explained that imbalanced datasets present a 

problem to researchers. According to [8], a dataset is said to be imbalanced when the distribution 

of classes is not uniform. This is a common problem in many of the dataclassification due to the 

used datasets. Imbalanced dataset results the used classifier biases towards the majority class, 

however, in most of them, the aim is trying to detect the minority class [2]. This results in a large 

classification error over the minority class samples and main targets can be missed. To increase 

the quality of the dataset, it should be balanced according to data types. 

SMOTE is an oversampling technique specifically designed to tackle imbalanced datasets by 

generating synthetic samples for the minority classes like U2R and R2L. 

Machine Learning methods have shown excellence to achieve high detection accuracy. Still, 

there are some limitations of Machine Learning methods like handling raw, unlabeled or high 

dimensional data [6].  

 Research has identified Random Forest (RF) as an ensemble classifier that is best suited for 

classifying the intrusion attacks with higher accuracy in intrusion detection [3]. However, Deep 

Learning methods are known for their abilities to handle labelled or unlabeled data or solve 

complex problems with the help of the high-powered Graphic Processing Unit. 

Despite the suitability of Random Forest as ensemble classifier for intrusion detection, and its 

effectiveness in solving massive intrusion data classification problems that arise within real 

network application environments. It is an established fact that deep learning methods have the 

potential to extract better representation from the data to create much better models for intrusion 
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detection[11].Therefore, a hybrid of RF and LSTM using SMOTE promises a very high 

predictive accuracy and precision. 

2. Design Methodology 

The machine learning development life cycle approach was adopted in designing the hybrid 

model. And the dataset used in evaluating the performance of the hybrid algorithms was the 

Neural Simulation Language- Knowledge Discovery Dataset (NSL-KDD). The following steps 

were taken in developing the model: 

i. Data Collection: Data was extracted from the NSL-KDD dataset. 

ii. Data Preprocessing: At this phase the dataset was processed by; Loading the dataset, 

exploring its structure, handling categorical features and preparing it for machine learning 

tasks. 

iii. Feature Extraction: The Principal Component Analysis (PCA) is a common feature 

extraction technique adopted in this research study, and it is available in the python Scikit 

library.   

iv. Implementation Stage: Ensemble methods which often enhances model performance by 

leveraging the strengths of multiple models was used in implementing the hybrid 

SMOTE-RF-LSTM model. 

i. Evaluation Stage: Random Forest and LSTM models were trained independently, the 

trained dataset was oversampled, then predictions from both models were combined 

using the late fusion approach which in this case was a simple averaging. The final output 

is the predicted intrusion class. These approaches leverage the strengths of both models. 

 

3. System Design 
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In the use case diagram shown in figure 1, the only action the user performs is to send network 

request to the server which is then intercepted by the machine learning server running the 

combined SMOTE-RF and LSTM models in an ensembled form to determine whether it is a 

valid request. The admin monitors the users to see where malicious request originates and can 

then decide to filter such a user. 

  

 

SMOTE-RF-LSTM 

Admin 

User 

Intrusion Detection System 

P 

filter network 

Monitor performance 

Send Net request 

Initializing 

dataset 

Feature Select 

Feature Extract 

Ensemble model 

Validate model 

Test model 

Predict 

Print the accuracy. 

FIG 1: Use case of the hybrid system. 
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3.1 Mathematical model for hybridized SMOTE- RF and LSTM algorithms 

 

This model combines a Random Forest (RF) and Long Short-Term Memory (LSTM) network 

for network intrusion detection. Here's a breakdown of the mathematical representation: 

1. Data Preprocessing: Let X be a network traffic dataset with n data points (samples) and d 

features. Each data point is represented as: 

X_i = (x_i1, x_i2, ..., x_id)  ∈  R^d 

where: 

 i = 1, 2, ..., n (index of data point) 

 x_ij = jth feature value in the ith data point 

 R^d = d-dimensional real number space 

Hybrid Model 

Late Fusion: 

   - Run the RF model (Y_RF(X_i)) and LSTM network (h_t) independently on the same data 

(X_i). 

   - Combine the outputs from both models using a function (φ) to produce the final prediction 

(Y_hybrid). 

   Y_hybrid(X_i) = φ(Y_RF(X_i), h_t) 

φ(Y_RF(X_i), h_t) = w_RF * Y_RF(X_i) + w_LSTM * h_t 

where φ is a simple weighting average trained to combine the strengths of both RF and LSTM 

outputs. 

 Training: The model is trained on labeled network traffic data. The labels indicate normal or 

intrusion traffic. There was an oversampling of the trained dataset, and the training process 

optimizes the parameters of both the RF and LSTM. 

 

3.2 Model of the hybrid system 

 

 

 

 

 

 

 

 

 

 

FIG 2: Model of the new system 
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The components of the system illustrated in figure 2 are: 

Application Interface:  The application interface is any GUI app that can send network requests 

to the Machine learning service. A good and easy example of this GUI can be a Web Browser. 

Network Date Repository: The network data repository is a database of network data stored for 

the machine learning models to constantly learn from. 

Random Forest and LSTM Module: The combined Random Forest and LSTM module houses 

the enhanced machine algorithm. This module is responsible for the sub - learning process of the 

Ensemble module. 

Ensemble Evaluator: The Ensemble evaluator is the ensemble model generated from the 

ensemble stacking of Random Forest and LSTM. This evaluator is what produces the final result 

of predictions. 

 

4. Results 

Table 1 and figure 3 respectively, shows the overall attack volume across different protocols. It 

reveals which protocol is more susceptible to certain attack type. As seen on table 1, the TCP 

protocol was very susceptible to connection and communication-oriented attacks emanating from 

portsweep and satan. The UDP being connectionless protocol was targeted by simple Denial of 

Service attacks (like teardrop and nmap diagnostic tool) due to its stateless nature. The ICMP 

used for control message was targeted by attacks that exploit its functionality for information 

gathering. For example, the ipsweep attack also known as a subnet scan, is a network 

reconnaissance technique that targets the Internet Control Message Protocol (ICMP). It is used 

by attackers to identify active devices on a network subnet. 

 

 

 

FIG. 3: Attack distribution by protocol. 
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TABLE 1 

  Protocol- types specific attack distribution 
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4.1 Epoch 

Figure 4 shows the different epochs through the entire training dataset. The model learns and 

adjusts its internal parameters to improve its ability to distinguish between normal and malicious 

network traffic. Accuracy represents the percentage of data points where the model correctly 

classifies network traffic as normal or belonging to a specific attack type (e.g Dos, U2R, e.t c). 

higher accuracy indicates better detection capability. The result shows that accuracy increases 

over time as the epoch increases. This indicates better detection capability of the hybrid model. 

 

 

FIG 4: Plot of accuracy vs epoch 
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TABLE 2 

Confusion Matrix 

  Predicted class 

  Attack Normal 

 Attack True Positive False Negative 

Actual 

Class 

   

 Normal False Positive True Negative 

 

Interpreting the Matrix: 

TN (True Negative): Correctly classified normal traffic instances. 

TP (True Positive): Correctly classified intrusion instances (e.g., DoS, U2R, R2L). 

FP (False Positive): Normal traffic instances incorrectly classified as intrusions. 

FN (False Negative): Intrusion instances incorrectly classified as normal traffic. 

Here is a breakdown of a confusion matrix in this context: 

 Rows represent the actual intrusion classes present in the test data. 

 Columns represent the intrusion classes predicted by the model. 

Each cell (i, j) of the matrix contains the number of instances.  

Where: 

 i represents the actual intrusion class. 

 j represents the predicted intrusion class by the model. 

| Predicted Class | Normal | DoS | Probe|U2R | R2L | 

| Normal | TN | FP | FN | FN |  

 | DoS | FN | TP | FN | FN |   

|Probe| FN | TN | FN |TP | 

| U2R | FN | FN | TP | FN |  

| R2L | FN | FN | FN | TP |  

 

Performance indicators: 

True Positive Rate |TP|= TP / (TP + FN)  

 False Positive Rate |FP|= FP / (FP + TN)  

 True Negative Rate |TN|= TN / (TN + FP)  
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 False Negative Rate |FN|= FN / (FN + TP)   

 Accuracy |ACC|= (TP + TN) / (TP + TN + FP +FN) 

 Detection Rate |DR|= (TP) / (TP + FN)   

 False Alarm Rate |FAR|= (FP) / (FP + TN) 

 Precision=TP/(TP+FP) 

 Recall = TP / (TP + FN) 

 F1- score = 2 PR / P + R where (P = precision and R = recall) 

By analyzing these metrics, it was shown how well the hybrid SMOTE- RF-LSTM model 

performed in identifying different intrusion types and balancing false positives and negatives. 

The confusion matrix shows that the RF and LSTM individually performed less as compared to 

performance of the combined SMOTE-RF-LSTM model as shown in figure 5. Table 3 and 

Figure 6 also shows a comparison of the accuracy scores for all ML and DL considered in this 

research work. From the table and bar chart it is also clearly seen that the hybrid SMOTE- RF-

LSTM model outperformed every other model. 

The performances in summary are: 

LSTM: 89% 

Random Forest: 84% 

SMOTE- RF-LSTM Model: 94% 

 

 

FIG 5 Performance accuracy for SMOTE-RF-LSTM 
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TABLE 3 

                         Comparison of the SMOTE-RF- LSTM model and other models 

Model Precision Recall F1 score Accuracy score 

SVM 0.7476 0.7452 75 0.7497 

CNN  0.8083 0.8067 81 0.8186 

K- Nearest Neighbor 0.8019 0.8014 80 0.8056 

Logistic Regression 0.8494 0.8436 84 0.8463 

CNN- LSTM 0.8785 0.8732 87 0.8741 

KNN- SVM 0.8445 0.8401 84 0.8476 

RF 0.8486 0.8458 84 0.8403 

LSTM 0.8993 0.8967 89 0.8932 

RF- LSTM 0.9079 0.9095 90 0.9037 

SMOTE-RF-LSTM 0.9445 0.9471 94 0.9414 

 

FIG 6: Bar chart representing the accuracy scores. 

 

 

0

20

40

60

80

100

120

Accuracy score of different models

Precision Recall F1 score Accuracy score



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

91 
 

5. Conclusion 

In view of the said security challenges, this research work has been carefully undertaken to nip 

the menace in the board by providing an up-to-date intrusion detection model using a hybrid of 

SMOTE, Random Forest (RF) and Long Short-Term Memory (LSTM) algorithms. The trained 

RF and LSTM are ensembled using the stacking technique which combines the predictions of the 

two models to get a final prediction with better performance, then the predictive accuracy of the 

ensembled model is evaluated on the test set. The minority attack classes were oversampled 

using the SMOTE technique.  The ensembled method improved the overall performance of the 

system by leveraging the strengths of both models. Finally, the performance of the new hybrid 

SMOTE-RF-LSTM model was evaluated using metrics like accuracy, precision, false alarm rate, 

detection rate, recall and F1- score. It was observed that the hybrid model outperformed every 

other model selected for the comparison, with an accuracy of 94%. 

Therefore, it can be concluded that the research work has brought some glimmer of hope with 

the assurance that major network security issues could be resolved seamlessly. 
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Abstract 

In a rapidly evolving landscape of virtual communication, the efficient utilization of resources is 

paramount in delivering a seamless and cost-effective experience. This project introduces a novel 

and incremental methodology that harnesses the power of geolocation network data integration 

and Virtual Private Network (VPN) compression techniques. The objective is to optimize virtual 

communication, addressing the challenges of data costs, while simultaneously enhancing overall 

communication efficiency and user experience. The integration of geolocation network data 

stands as a pivotal aspect of the approach. Geolocation information provides valuable insights 

into the physical location of users, enabling more intelligent data routing and delivery 

mechanisms. By incorporating this geospatial data into virtual communication platforms, the 

project has redefined the efficiency of data transfer, paving the way for a more streamlined and 

responsive communication experience. The analysis of various integration models explores the 

potential advantages in terms of reduced latency, improved reliability, and increased overall 

system performance. This project adopted incremental methodology, Virtual Private Network 

(VPN) and Geolocation techniques were utilized using an Open-Source Free Cross-platform 

Multi-protocol VPN Program, SoftEther (Software Ethernet). The result shows that by 

integrating geolocation network data and VPN compression techniques, the approach not only 

reduces data costs but also significantly enhances communication efficiency and user experience. 

As Organizations navigate the complex terrain of virtual communication, this incremental 

methodology will serve as a roadmap for achieving the delicate balance between cost-

effectiveness and optimal performance in the digital era. 

Keywords: Virtual Communication, Geolocation, Network Data, Communication 

Channel/Media, Network Environment, Teleconferencing/Videoconferencing, Virtual Private 

Network (VPN) 

1.  Introduction 

Communication in a virtual environment encompasses both vertical and horizontal dimensions, 

emphasizing the significance of interaction. The ability to engage in real-time interactions is a 

distinct advantage of virtual communication, differentiating it from traditional communication 

technologies utilized by organizations and individuals across various geographical locations. The 

challenges associated with broadcasting information across different locales are mitigated by the 

technological framework of virtual communication, which stimulates responses to visual and 
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audiovisual stimuli, facilitates dialogue and discussions, encourages idea sharing, fosters active 

participation, and supports collaborative projects. 

Despite the availability of numerous communication tools designed for collaboration in virtual 

teams, research on their overall global effectiveness remains limited. This gap presents a new 

challenge for organizations, necessitating the application of effective and efficient virtual 

communication strategies to meet evolving business demands. The pervasive nature of the 

internet and the rapid advancement of virtual communication networks have become increasingly 

important to users and organizations alike. As the scale of virtual communication expands, so too 

does user engagement and the associated costs of network data, standards, service methods, and 

protocols, leading to a substantial increase in the volume of data transmitted across networks. 

Drexhage et al., (2016) describe virtual technology as a computer-simulated environment 

comprising software representations of real agents, objects, and processes, complemented by 

human-computer interfaces for interaction with these models. In contrast, George, (2014) asserts 

that virtual environments can significantly enhance collaborative technologies, concurrent 

engineering, and collaborative product design, all of which are inherently iterative. He posits that 

virtual environments facilitate interactive activities within distributed development contexts, 

accelerating communication by overcoming time and space constraints. Consequently, 

communication has evolved into a computer-mediated form that includes videoconferencing, 

which can be regarded as a modern interpretation of traditional face-to-face communication, 

leading to more immersive virtual interfaces. 

The term "virtual" signifies the capacity to influence something without being the actual entity 

itself. For instance, the notion of a "Virtual Guy" suggests a figure capable of completing tasks 

comparable to a physical counterpart. In the realm of information technology, a virtual version of 

nearly every function exists. However, it is essential to note that virtual relationships often 

involve geographically separated individuals who interact through digital platforms, presenting 

themselves as a cohesive unit despite lacking a physical presence(Hyslop, 2022).The transition 

of service supply from cloud-based to edge computing has introduced new capabilities for 

meeting application latency requirements while enhancing scalability and energy efficiency. This 

shift alleviates network traffic burdens, positioning decentralized industrial operations as a viable 

solution for providing scalable services tailored to delay-tolerant applications. Platform industries 

have identified two critical technological enablers for advancing virtual communication:  
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(1) the communication infrastructure that supports the ubiquitous connectivity of Cyber-Physical 

Production Systems (CPPS) (Wu, X., et al., 2019) 

(2) data management frameworks designed to facilitate efficient data distribution in future 

manufacturing environments. (SG Analytics, (2024). 

Data communication involves the exchange of information between devices over a transmission 

medium, requiring both hardware and software components(Innovative Bytes, 2023).The 

hardware consists of sender and receiver devices, along with intermediate devices facilitating data 

transfer, while the software establishes the protocols governing communication processes. 

Effective virtual communication necessitates the establishment of direct connections between 

mobile devices, where users must know the translated IP address and port number of their 

intended communication partners. The advent of social networking services (SNS) and 

smartphones has revolutionized communication, introducing next-generation solutions such as 

platforms like Facebook, X, Zoom, and Instagram. Although these applications offer users 

various virtual functionalities, they do not always provide the desired outcomes(Matthew, et al., 

(2019). The emergence of virtual environments has empowered businesses to access a global 

talent pool, with knowledge-sharing platforms becoming integral to problem-solving within 

geographically dispersed organizations. 

Technology Acceptance (TA) highlights the factors contributing to positive user attitudes toward 

information systems, enhancing acceptance and utilization. Key factors include perceived 

usefulness, ease of use, quality, and organizational support. To bolster user satisfaction and 

acceptance of technology, many organizations now permit employees to utilize smartphones and 

other virtual tools to facilitate their work and access corporate databases. Multimedia and virtual 

reality systems can transform the interaction between individuals and information technology, 

offering innovative methods for communication and creative expression. Geolocation data 

provides precise location information for IP addresses, facilitating accurate device tracking within 

networks. Location-based applications typically operate as server-based systems, maintaining 

user device information at location servers to allow seamless connectivity and information 

retrieval. The accuracy of location data, particularly through GPS technology, relies on the 

availability of satellites in optimal positions, enabling the monitoring of both stationary and 

moving objects. 
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2.  Methodology  

In the dynamic realm of virtual communication, efficiency and cost-effectiveness are 

paramount. This research work adopted an incremental methodology to enhance virtual 

communication by integrating geolocation data, VPN compression, and VPN tunneling. 

The aim is to reduce data costs, strengthen communication security, and optimize user 

experience. Geolocation data forms the foundation of this approach by refining data 

routing strategies to minimize latency and improve platform responsiveness. 

Organizations can progressively adopt this system without disrupting operations, 

facilitating a seamless transition to more efficient communication. 

The integration of VPN compression techniques enhances data security and reduces 

transmission costs. By applying compression algorithms to Virtual Private Networks, 

data transfer sizes are minimized, communication speeds are improved, and costs are 

lowered. This phased deployment allows organizations to align compression levels with 

their communication needs.VPN tunneling, through protocols such as OpenVPN and 

IPsec, adds another layer of security, encapsulating data within a secure tunnel. This 

enhances confidentiality and data integrity, providing a robust virtual communication 

infrastructure.The incremental deployment strategy prioritizes user adaptation and 

feedback, ensuring the system meets expectations. Additionally, performance metrics and 

cost-benefit analyses quantify the economic and security advantages, emphasizing the 

practicality and scalability of the approach for long-term communication efficiency and 

security improvements. 

3. System Schematic Diagram 

Figure 1 illustrates a conceptual data flow model where switch channel technology 

connects individual systems to a server acting as a gateway. The server monitors network 

activity, assigning data usage and enhancing fault tolerance. 
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Figure 1: Conceptual data flow model 
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The system activity flow diagram outlines the sequence of operations. Figures 2 and 3 

depict the user access flow. A new peer sends a binding request, and the server responds 

with an IP, port, and unique peer ID, registering system data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: User System Flow Diagram 
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Figure 3: Admin System Activity Flowchart 

Figure 4 shows a virtual system interface connected to live audio or video meetings, 

enabling geographically dispersed participants to communicate and collaborate. This 

supports voice, video, and audio graphics, facilitating communication with large groups 

across different locations. Traffic management may affect download speeds during peak 

hours, regulating network flow and distributing bandwidth equally. Light users are 

minimally impacted, but heavy users may experience slower speeds during these times. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Use case diagram  
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The developed prototype is tested using qualitative experiments to verify if objectives are 

met. Users from different locations participate in a virtual process before public deployment, 

as shown in Figure 5, ensuring functionality prior to broader application use. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Diagram showing a central connection of systems to communicate 
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the provided IP address, allowing the admin to oversee and manage activities remotely 

via the app, which requires an internet-connected registered device.Figure 6 shows the 

server application interface displays user options, status, and essential features, ensuring 

administrators manage configurations and maintain security effectively. 

   

Figure 6: Server information  

Figure 7 displays the server version information and connected clients, offering 

insights into the SoftEther VPN server's scalability and limitations for effective 

planning and configuration by system administrators. 

   

Figure 7: Server version info when actively connected 
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Figure 8 shows the VPN over ICMP/DNS feature in SoftEther VPN enables 

administrators to configure settings for establishing VPN tunnels using ICMP and DNS 

packets, facilitating bypassing of network restrictions and censorship. 

 

Figure 8: Enabling VPN over ICMP in Server Manager when is online 

Figure 9 shows the SoftEther VPN client encompasses optimization aspects such as TCP 

connections, establishing intervals, encryption, and data compression options for 

enhanced performance. 

  

Figure 9: Client Application data type 
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Figure 10 illustrates the downloaded file before and after compression, demonstrating 

reduced output data, which consequently lowers bandwidth costs. 

 file Before compression     File after compression  

 

 

 

 

Fig 10 Downloaded file before and after  

Figure 10: Downloaded file before and after compression 

REFERENCES 

Adam, M. (2020). Geolocation Services and Marketing Communication from a Global Point of 

View; EDP Sciences; SHS Web of Conferences, Globalization and its Socio-Economic 

Consequences. pp 126-134. 

Alshahrani, A. and Al-Muhtadi B. (2020). The Impact of Digital of Digital Transformation on 

Business Growth. Journals of Management and Information Technology 15(2) 12-25 

Anuja A. and Apoorva, K. (2015) Wi-Fi Enabled Personal Computer Network Monitoring  

 System Using Smart Phone with Enhance Security Measures, Fourth International 

 Conference on Eco-Friendly Computing and Communication system procedural 

 Computer Science 70:114-122 

Chang, F. M., & Wang, H. L. (2013). The Development of a Mobile Learning System with 

Provisioning for Location-based Services and Monitoring. Journal of Science and 

Engineering Technology, 9(1), 67-77. 

Chen, L., & Xu, H. (2020). Virtual communication networks using geolocation data: A 

systematic review. International Journal of Distributed Sensor Networks, 16(10), 1-14. 

Chen, C. H., Lin, M. Y. & Liu, C. C., (2018). Edge Computing Gateway of the Industrial 

Internet of Things Using Multiple Collaborative Microcontrollers”, in IEEE Network, 

vol. 32, no. 1, pp. 24–32. 

Drexhage, J., Leiss, D., Torben, S., & Timo, E. (2016). The Connected Classroom –Using Video 

Conferencing Technology to Enhance Teacher Training. Reflecting Education, 10, 70-88 

Gao, W., & Wang, Y. (2019). Centralized geolocation network data for virtual communication:  

 A novel approach. IEEE Transactions on Network and ServiceManagement, 16(3), 931- 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

105 
 

 942 

Gao, W., & Wang, Y. (2019). Centralized geolocation network data for virtual communication: 

A novel approach. IEEE Transactions on Network and Service Management, 16(3), 931-

942 

George S. I (2014) Micro Computing & WWW Nation Open University of Nigeria  

 2014 

Hassan, W. H., & Al-Shammari, B. (2021). Geolocation-based virtual communication networks: 

Challenges and opportunities. Journal of Intelligent Information Systems, 57(2), 297-315. 

Hyslop, C., (2022). Virtual Communication: An In-Depth Guide. Retrieved October 19, from 

https://www.glasscubes.com/virtual-communication/ 

Innovative Bytes, (2023). Data Communications. Retrieved March 30, from 

https://dhanvina.medium.com/data-communications-8ea102664a17 

Kim, J., & Lee, S. (2018). Virtual communication using centralized geolocation network data: A 

case study. International Journal of Human-Computer Interaction, 34(1), 43-52. 

Matthew, N., Philip O., & Sarhan M. (2019).  Mobile Social Media. International Journals of 

Advanced Research in Computer Science and Software Engineering ISSN: 2277-128X 

(Volume-8, Issue-3) 

SG Analytics, (2024). Data Management Framework: Importance, Components, and Examples. 

Retrieved February 08, from https://www.sganalytics.com/blog/data-management-
framework/ 

Wu, X., Goepp, V. & Siadat, A., (2019). Cyber Physical Production Systems: A Review of 

Design and Implementation Approaches. IEEE 2019 International Conference on 

Industrial Engineering and Engineering Management (IEEM 2019), IEEE Macao 

Section; IEEE TEMS Singapore Chapter; IEEE TEMS Hong Kong Chapter, Dec 2019, 

Macao, China. pp.1588-1592, 

 

 

 

 

 

 

 

https://www.glasscubes.com/virtual-communication/
https://dhanvina.medium.com/data-communications-8ea102664a17
https://www.sganalytics.com/blog/data-management-framework/
https://www.sganalytics.com/blog/data-management-framework/


Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

106 
 

A Binary Integer Programming Model for Detecting Arbitrage Opportunities in Currency 

Arbitrage Problems 
1E. O. Effanga, 2P. A. Ayuk 

2,1
Department of Statistics,  Universityof Calabar, Calabar, Nigeria 

 

Abstract 

This paper presents a binary integer programming (BIP) model for detecting currency arbitrage 

opportunities in foreign exchange markets. Currency arbitrage involves exploiting price 

discrepancies between different exchange rates to achieve risk-free profits. The proposed model 

represents the exchange rates as a directed graph, where vertices represent currencies and edges 

represent exchange rates. By maximizing the sum of the logarithms of selected exchange rates, 

the model identifies cycles in the graph that correspond to arbitrage opportunities. The BIP 

model includes constraints to ensure the conservation of flow, control the cycle length, and 

maintain consistency between vertex inclusion and edge selection. A practical example involving 

data from the cross-exchange rate of eight (8) most traded currencies which are the USD, EURO, 

JPY, GBP, CHF, CAD, AUD, and HKD downloaded from Bloomberg’s Generic Composite 

Pricing (BGN) source used toillustrates the application of the model. the model was applied to 

the currency data at different cycle length and it was discovered that as the cycle length 

increases, the ROI yields improved with its 8th cycle length having the highest ROI which is 

$1.7223 in 0.31sec elapsed time. However, limitations such as the computational complexity of 

BIP model which is generally classified as NP-hard were encountered. However, BIP model is 

highly recommended be used in large-scale foreign exchange markets selectively, focusing on 

currencies with higher transaction volumes or volatility. 

Keywords: Currency Arbitrage, Binary Integer Programming, Exchange Rates, Arbitrage 

Detection,  Risk-Free Profit. 

1. Introduction 

In the global financial markets, currency arbitrage involves taking advantage of 

discrepancies in exchange rates to make a risk-free profit. The detection of such opportunities is 

crucial for traders and financial institutions, as it allows them to capitalize on price differences 

between different markets. This paper presents a binary integer programming (BIP) model for 

identifying arbitrage opportunities in a set of currencies, providing a structured and mathematical 

approach to detect cycles in the exchange rate graph that indicate potential arbitrage.BIP ensures 

that all decision variables are binary (0 or 1). This aligns with the nature of arbitrage decisions, 

which are inherently binary: either an arbitrage opportunity exists (1) or it does not (0). BIP also 

allows for the incorporation of more complex constraints and logical relationships between 

variables, offering a more precise and flexible approach to arbitrage detection. 

 

Currency arbitrage occurs when a trader can buy and sell a series of currencies in such a way that 

they end up with more of a currency than they started with, without taking any risk. This process 

involves a sequence of exchanges between multiple currencies, starting and ending with the same 

currency, where the product of the exchange rates in the cycle exceeds one. The mathematical 

representation of this concept is critical in identifying arbitrage opportunities, as it involves 

graph theory and optimization techniques. 

 

The aim of this research is to formulate a Binary Integer Programming (BIP) model, with the 

goal of improving efficiency by their ability to detect profitable path.  
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2.Methodology 

General Binary Integer Programming Model 

𝑀𝑎𝑥 𝑍 = ∑ 𝑝𝑗

𝑛

𝑗=1
𝑥𝑗 

Subject to: 

 ∑ 𝑎𝑖𝑗
𝑛
𝑗=1 𝑥𝑗  ≤  𝑏𝑖 , 𝑖 = 1, 2, . . . , 𝑚 

 𝑥𝑗 = 0, 1 

Where: 

𝑥𝑗 ≔ jth decision variable 

𝑝𝑗 ≔ unit contribution of variable j to the objective function 

𝑏𝑖 ≔ amount of resource i available  

𝑎𝑖𝑗 ≔ unit consumption of i by level of activity j 

 

BIP model by Li and Zhang (2008) 

Li and Zhang (2008) paper titled "Binary Integer Programming Models for Arbitrage 

Detection in Currency Markets" presented a binary integer programming (BIP) model designed 

to detect arbitrage opportunities by incorporating exchange rates and transaction costs. Here's an 

outline of their model: 

Variables: 

𝑥𝑖𝑗: Binary decision variable that indicates whether a transaction from currency i to currency j is 

part of the arbitrage cycle (1 if included, 0 otherwise). 

Parameters: 

𝑟𝑖𝑗: The exchange rate from currency i to currency j. 

𝑐𝑖𝑗: The transaction cost associated with converting currency ito currency j. 

n:The total number of currencies. 

k:A large constant used to impose arbitrage detection conditions. 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑍 = ∑ ∑(𝑟𝑖𝑗 − 𝑐𝑖𝑗)

𝑛

𝑗=1

∙ 𝑥𝑖𝑗

𝑛

𝑖=1

 

Subject to: 

∑ ∑ 𝑙𝑜𝑔(𝑟𝑖𝑗 − 𝑐𝑖𝑗)

𝑛

𝑗=1

∙ 𝑥𝑖𝑗

𝑛

𝑖=1

≥ 0 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

− ∑ 𝑥𝑗𝑖

𝑛

𝑗=1

= 0     ∀𝑖  

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

≤  𝐾𝑦𝑖        ∀ 𝑖 

𝑥𝑖𝑗 = 0, 1   ∀ 𝑖, 𝑗 

𝑦𝑖 = 0, 1   ∀ 𝑖 
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Model Formulation 

To formulate a binary integer programming model for detecting arbitrage opportunities in a 

currency arbitrage problem, we represent the problem using a directed graph where the vertices 

represent currencies and the directed edges represent exchange rates between these currencies. 

The goal is to find a cycle in the graph where the product of the exchange rates along the cycle is 

greater than 1, indicating an arbitrage opportunity. 

Variables 

We define the following variables: 

n: = number of currencies. 

𝑥𝑖𝑗 : = binary variable,  

Where  𝑥𝑖𝑗 = {
1,   if the edge from currency i to currency j is part of the arbitrage cycle
0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                

, 

𝑅𝑖𝑗 : = exchange rate from currency i to currency j. 

𝑦𝑖: = binary variable. 

Where  𝑦𝑖 = {
1,   if  vertex i is included in the cycle

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                
 

X0: = Initial capital 

Objective 

The objective function maximizes the sum of the logarithms of exchange rates along the selected 

edges, which corresponds to maximizing the product of the exchange rates in the cycle. This can 

be transformed into a linear objective function: 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑍 = ∑ ∑ 𝑙𝑜𝑔(𝑅𝑖𝑗)

𝑛

𝑗=1

∙ 𝑥𝑖𝑗

𝑛

𝑖=1

 

Constraints 

Starting and Ending Currency constraints: 

∑ 𝑥𝑠𝑗

𝑛

𝑗=1

= 1 

∑ 𝑥𝑖𝑠

𝑛

𝑖=1

= 1 

These constraints ensure that the cycle starts and ends at the source currency s, differentiating the 

source currency's flow conservation from that of other currencies. 

 

Flow Conservation Constraints: 
These constraints ensure that if a currency is entered, it must be exited, maintaining the flow 

through the cycle. For all currencies,  𝑖 ≠ 𝑗 , except the source currency s, the number of 

incoming edges must equal the number of outgoing edges, ensuring that the flow is balanced 

through these vertices. 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

− ∑ 𝑥𝑗𝑖

𝑛

𝑗=1

= 0     ∀𝑖 ≠ 𝑠 

Cycle Constraint: 

The cycle constraint ensures that at least one cycle is selected in the solution. 
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∑ ∑ 𝑥𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

≥ 1 

No-Self Loop Constraint: 

To avoid trivial cycles, you may add a constraint to prevent self-loops, i.e., 𝑥𝑖𝑖 = 0 for all i. 

Cycle Length Lower Bound: 

∑ 𝑦𝑖

𝑛

𝑗=1

 ≥ 𝐿 

This constraint ensures that the cycle contains at least L vertices. 

Cycle Length Upper Bound: 

∑ 𝑦𝑖

𝑛

𝑗=1

 ≤ 𝑈 

This constraint ensures that the cycle contains no more than U vertices. 

Vertex Inclusion and Edge Selection Relationship: 
These constraints ensure that if any edge entering or leaving vertex i is selected, then vertex i 

must be included in the cycle. 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

− 𝑛𝑦𝑖 ≤ 0       ∀ 𝑖 

∑ 𝑥𝑗𝑖

𝑛

𝑗=1

− 𝑛𝑦𝑖 ≤ 0       ∀ 𝑖 

Connecting 𝑥𝑖𝑗 and 𝑦𝑖: 

𝑦𝑖  ≥  𝑥𝑖𝑗      ∀ 𝑖, 𝑗 

𝑦𝑗  ≥  𝑥𝑖𝑗     ∀ 𝑖, 𝑗 

These constraints ensure that if an edge from i to j is selected (i.e., 𝑥𝑖𝑗 = 1), then both vertices i 

and j are included in the cycle (i.e., 𝑦𝑖 = 1 and 𝑦𝑗 = 1). 

The full model is: 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑍 = ∑ ∑ 𝑙𝑜𝑔(𝑅𝑖𝑗)

𝑛

𝑗=1

∙ 𝑥𝑖𝑗

𝑛

𝑖=1

 

Subject to: 

∑ 𝑥𝑠𝑗

𝑛

𝑗=1

= 1   

∑ 𝑥𝑖𝑠

𝑛

𝑖=1

= 1 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

− ∑ 𝑥𝑗𝑖

𝑛

𝑗=1

= 0     ∀𝑖 ≠ 𝑠 

∑ ∑ 𝑥𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

≥ 1 
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∑ 𝑦𝑖

𝑛

𝑗=1

 ≥ 𝐿 

∑ 𝑦𝑖

𝑛

𝑗=1

 ≤ 𝑈 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

− 𝑛𝑦𝑖 ≤ 0       ∀ 𝑖 

∑ 𝑥𝑗𝑖

𝑛

𝑗=1

− 𝑛𝑦𝑖 ≤ 0       ∀ 𝑖 

  𝑦𝑖 −  𝑥𝑖𝑗 ≥ 0     ∀ 𝑖, 𝑗 

𝑦𝑗 −  𝑥𝑖𝑗 ≥ 0     ∀ 𝑖, 𝑗 

  𝑥𝑖𝑗 = 0, 1   ∀ 𝑖, 𝑗 

  𝑦𝑖 = 0, 1   ∀ 𝑖 
 

APPLICATION: 

Application of the binary integer model  

Table 1 below is the source data used in formulating our binary integer and table2also showed 

the log transformed data used also.  

 

TABLE 1: 

The overview dataas at 6th July, 2024 

(i,j) 1 2 3 4 5 6 7 8 

1 1 1.0840 0.0062 1.2815 1.1164 0.7331 0.6749 0.1280 

2 0.9225 1 0.0057 1.1822 1.0299 0.6763 0.6226 0.1181 

3 160.7500 174.2530 1 206.0011 179.4686 117.8519 108.4902 20.5752 

4 0.7803 0.8459 0.0049 1 0.8712 0.5721 0.5266 0.0999 

5 0.8957 0.9709 0.0056 1.1478 1 0.6567 0.6045 0.1146 

6 1.3640 1.4786 0.0085 1.7480 1.5228 1 0.9206 0.1746 

7 1.4817 1.6062 0.0092 1.8988 1.6542 1.0863 1 0.1897 

8 7.8128 8.4691 0.0486 10.0121 8.7226 5.7279 5.2729 1 

 

  

https://www.bloomberg.com/quote/EURUSD:CUR
https://www.bloomberg.com/quote/JPYUSD:CUR
https://www.bloomberg.com/quote/GBPUSD:CUR
https://www.bloomberg.com/quote/CHFUSD:CUR
https://www.bloomberg.com/quote/CADUSD:CUR
https://www.bloomberg.com/quote/AUDUSD:CUR
https://www.bloomberg.com/quote/HKDUSD:CUR
https://www.bloomberg.com/quote/USDEUR:CUR
https://www.bloomberg.com/quote/JPYEUR:CUR
https://www.bloomberg.com/quote/GBPEUR:CUR
https://www.bloomberg.com/quote/CHFEUR:CUR
https://www.bloomberg.com/quote/CADEUR:CUR
https://www.bloomberg.com/quote/AUDEUR:CUR
https://www.bloomberg.com/quote/HKDEUR:CUR
https://www.bloomberg.com/quote/USDJPY:CUR
https://www.bloomberg.com/quote/EURJPY:CUR
https://www.bloomberg.com/quote/GBPJPY:CUR
https://www.bloomberg.com/quote/CHFJPY:CUR
https://www.bloomberg.com/quote/CADJPY:CUR
https://www.bloomberg.com/quote/AUDJPY:CUR
https://www.bloomberg.com/quote/HKDJPY:CUR
https://www.bloomberg.com/quote/USDGBP:CUR
https://www.bloomberg.com/quote/EURGBP:CUR
https://www.bloomberg.com/quote/JPYGBP:CUR
https://www.bloomberg.com/quote/CHFGBP:CUR
https://www.bloomberg.com/quote/CADGBP:CUR
https://www.bloomberg.com/quote/AUDGBP:CUR
https://www.bloomberg.com/quote/HKDGBP:CUR
https://www.bloomberg.com/quote/USDCHF:CUR
https://www.bloomberg.com/quote/EURCHF:CUR
https://www.bloomberg.com/quote/JPYCHF:CUR
https://www.bloomberg.com/quote/GBPCHF:CUR
https://www.bloomberg.com/quote/CADCHF:CUR
https://www.bloomberg.com/quote/AUDCHF:CUR
https://www.bloomberg.com/quote/HKDCHF:CUR
https://www.bloomberg.com/quote/USDCAD:CUR
https://www.bloomberg.com/quote/EURCAD:CUR
https://www.bloomberg.com/quote/JPYCAD:CUR
https://www.bloomberg.com/quote/GBPCAD:CUR
https://www.bloomberg.com/quote/CHFCAD:CUR
https://www.bloomberg.com/quote/AUDCAD:CUR
https://www.bloomberg.com/quote/HKDCAD:CUR
https://www.bloomberg.com/quote/USDAUD:CUR
https://www.bloomberg.com/quote/EURAUD:CUR
https://www.bloomberg.com/quote/JPYAUD:CUR
https://www.bloomberg.com/quote/GBPAUD:CUR
https://www.bloomberg.com/quote/CHFAUD:CUR
https://www.bloomberg.com/quote/CADAUD:CUR
https://www.bloomberg.com/quote/HKDAUD:CUR
https://www.bloomberg.com/quote/USDHKD:CUR
https://www.bloomberg.com/quote/EURHKD:CUR
https://www.bloomberg.com/quote/JPYHKD:CUR
https://www.bloomberg.com/quote/GBPHKD:CUR
https://www.bloomberg.com/quote/CHFHKD:CUR
https://www.bloomberg.com/quote/CADHKD:CUR
https://www.bloomberg.com/quote/AUDHKD:CUR


Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

111 
 

TABLE 2: 

Log Transformation of Overview Data as at 6th July, 2024 

(i,j) 1 2 3 4 5 6 7 8 

1 0.0000 0.0350 -2.2076 0.1077 0.0478 -0.1348 -0.1708 -0.8928 

2 -0.0350 0.0000 -2.2441 0.0727 0.0128 -0.1699 -0.2058 -0.9278 

3 2.2062 2.2412 0.0000 2.3139 2.2540 2.0713 2.0354 1.3133 

4 -0.1077 -0.0727 -2.3098 0.0000 -0.0599 -0.2425 -0.2785 -1.0004 

5 -0.0478 -0.0128 -2.2518 0.0599 0.0000 -0.1826 -0.2186 -0.9408 

6 0.1348 0.1699 -2.0706 0.2425 0.1826 0.0000 -0.0359 -0.7580 

7 0.1708 0.2058 -2.0362 0.2785 0.2186 0.0359 0.0000 -0.7219 

8 0.8928 0.9278 -1.3134 1.0005 0.9406 0.7580 0.7220 0.0000 
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MODEL 1: Starting/ending currency is USSD = 1 

Maximize Z = 0.035029282x12 – 2.20760831x13 + 0.010771861x14 + 0.047819828x15 – 

0.13483678x16  –  0.17076057x17– 0.89279003x18 – 0.03503363x21 – 2.24412514x23 +  

0.07269096x24 + 0.012795058x25– 0.16986061x26 – 0.20579088x27– 0.9277501x28 + 

2.206150982x31 + 2.241180264x32 + 2.31386954x34 + 2.253988475x35 + 2.071336589x36 + 

2.03539051x37  + 1.313344065x38 – 0.107738399x41– 0.07268098x42– 2.30980392x43- 

0.05988213x45  - 0.24252805x46- 0.27851915x47– 1.00043451x48- 0.04783743x51 – 

0.0128255x52– 2.25182297x53 + 0.05986622x54– 0.18263298x56– 0.21860369x57– 

0.94081538x58   + 0.13481437x61 + 0.169850702x62– 2.07058207x63  + 0.24254143x64  + 

0.182642868x65- 0.03592903x67- 0.75795576x68 +  0.170760281x71 + 0.205799622x72 - 

2.03621217x73 + 0.27847922x74 + 0.218588016x75 + 0.03594978x76 -0.7219326x78  

+0.892806707x81 + 0.92783726x82   - 1.31336373 + 1.00052518x84 + 0.940645957x85 + 

0.757995427x86  + 0.722049535x87 

 

 
Sensitivity analysis:  

A sensitivity analysis was conducted to assess the impact of changes in model parameters (e.g., 

exchange rates and cycle length) on the optimal solution. Data from table 3 and table 4 below 

were used to carry out the sensitivity analysis of our binary integer model.  

 

TABLE 3 

Overview dataas at 9th October, 2024: 

(i,j) 1 2 3 4 5 6 7 8 

1 1 1.0955 0.0067 1.3086 1.1650 0.7312 0.6727 0.1286 

2 0.9128 1 0.0061 1.1945 1.0634 0.6674 0.6141 0.1174 

3 148.8300 163.0433 1 194.7589 173.3807 108.8177 100.1179 19.1453 

4 0.7642 0.8372 0.0051 1 0.8902 0.5587 0.5141 0.0983 

5 0.8584 0.9404 0.0058 1.1233 1 0.6276 0.5774 0.1104 

6 1.3677 1.4983 0.0092 1.7898 1.5933 1 0.9201 0.1759 

7 1.4865 1.6285 0.0100 1.9453 1.7318 1.0869 1 0.1912 

8 7.7737 8.5161 0.0522 10.1727 9.0560 5.6838 5.2294 1 
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TABLE 4 

Log Transformation of Overview Data as at 9th October, 2024 

 

 

(i,j) 1 2 3 4 5 6 7 8 

1 0 0.0396 -2.1739 0.1168 0.0663 -0.1359 -0.1722 -0.8908 

2 -0.0396 0 -2.2147 0.0772 0.0267 -0.1756 -0.2118 -0.9303 

3 2.1727 2.2123 0 2.2895 2.2390 2.0367 2.0005 1.2821 

4 -0.1168 -0.0772 -2.2924 0 -0.0505 -0.2528 -0.2890 -1.0074 

5 -0.0663 -0.0267 -2.2366 0.0505 0 -0.2023 -0.2385 -0.9570 

6 0.1360 0.1756 -2.0362 0.2528 0.2023 0 -0.0362 -0.7547 

7 0.1722 0.2118 -2.0000 0.2890 0.2385 0.0362 0 -0.7185 

8 0.8906 0.9302 -1.2823 1.0074 0.9569 0.7546 0.7185 0 

 

 

 
MODEL 2: Starting/Ending currency is USSD = 1 
Maximize Z = 0.0396x12 – 2.1739x13 + 0.1168x14 + 0.0663x15 – 0.1359x16  – 0.1722x17– 

0.8908x18 – 0.0396x21 – 2.21474x23 +  0.0772x24 + 0.0267x25 – 0.1756x26– 0.2118x27– 0.9303x28 

+ 2.1727x31 + 2.2123x32 + 2.2895x34 +2.2390x35 + 2.0367x36 + 2.0005x37  + 1.2821x38 – 

0.1168x41 – 0.0772x42– 2.2924x43– 0.0505x45  – 0.2528x46 –  0.2890x47– 1.0074x48 – 0.0663x51 – 

0.0267x52– 2.2366x53 + 0.0505x54– 0.2023x56  – 0.2385x57– 0.9570x58   + 0.1360x61 + 0.1756x62– 

2.0362x63  + 0.2528x64  + 0.2023x65 –0.0362x67 – 0.7547x68 + 0.1722x71 + 0.2118x72  – 

2.0000x73 + 0.2890x74 + 0.2385x75 + 0.2385x76  – 0.7185x78  + 0.8906x81 + 0.9302x82   – 

1.2823x83  + 1.0074x84 + 0.9569x85 + 0.7546x86  + 0.7185x87 

 

Results of empirical study 

LINGO Optimization software was used to solve our BIP model using ASUS Laptap which has a 

processor, Intel core i7, RAM 8GB, Windows 10 operating system and storage capacity of 

512GB 

 

The solutions for model 1 and model 2 are summarized in Table 5 And Table 6 respectively.  
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TABLE 5 Summary of Model 1 solution: 

 

Cycle 

length 

Elapsed 

Time (s) 

Max Z InvLog(

Max Z) 

Initial 

Capital 

Final 

Capital 

ROI 

3 0.36 0.002608292 1.006024 $100 $100.6024 $0.6024 

4 0.35 0.006213523 1.01441 $100 $101.441 $1.441 

5 0.39 0.007000242 1.016249 $100 $101.6249 $1.6249 

6 0.36 0.007166678 1.016639 $100 $101.6639 $1.6639 

7 0.32 0.007304576 1.016962 $100 $101.6962 $1.6962 

8 0.31 0.00741621 1.017223 $100 $101.7223 $1.7223 

 
TABLE 6 Summary of Model 2 solution: 

 

Cycle 

length 

Elapsed 

Time (s) 

Max Z InvLog(Max Z) Initial 

Capital 

Final 

Capital 

ROI 

3 0.7 0.2024000 1.593676 $100 $159.3676 $59.3676 

4 1.74 0.2034000 1.59735 $100 $159.735 $59.735 

5 0.52 0.2058000 1.606201 $100 $160.6201 $60.6201 

6 0.35 0.2059000 1.606571 $100 $160.6571 $60.6571 

7 0.35 0.2059000 1.606571 $100 $160.6571 $60.6571 

8 0.32 0.2059000 1.606571 $100 $160.6571 $60.6571 

 

Discussion of finding 

The BIP model provides a more profitable allocation of capital in arbitrage detection as the cycle 

length increase. The solving time (elapsed time) for this model also decreases as the length of the 

cycle increase as showed in tables 5 and 6.  BIP approaches typically focus on exactoptimization, 

ensuring that the capital is allocated in the most efficient manner, which explains the superior 

ROI. 

BIP is computationally intensive, especially for large datasets. Solving integer programming 

problems often requires a lot of computational resources (CPU, memory) and time, as the 

solution space grows exponentially with the number of variables and constraints. This makes BIP 

less suitable for real-time or large-scale applications. 
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Dependence on solver efficiency: The performance of BIP is highly dependent on the 

optimization solvers used (e.g., LINGO, Gurobi, CPLEX because these solvers was developed 

with advanced techniques like branch-and-bound, cutting planes, heuristics, and pre-

processing to handle BIPs efficiently.). The quality of solutions and time to convergence vary 

with the solver's efficiency, parameter settings, and hardware used. 

 

Summary  

A BIP model was formulated for the optimal allocation of capital among detected arbitrage 

opportunities. The BIP approach in this study provided a mathematically rigorous solution to 

maximizing ROI by selecting the most profitable arbitrage cycles while considering constraints 

on available capital and market conditions. 

 

Conclusion 

The binary integer programming model provides a robust framework for detecting arbitrage 

opportunities in currency markets. By leveraging the structure of exchange rates as a directed 

graph and employing logarithmic transformations, the model simplifies the problem and enables 

efficient detection of profitable cycles. This method is not only applicable to currency arbitrage 

but can also be extended to other financial instruments and markets where similar opportunities 

arise. The continuous advancement in optimization techniques and computational power 

enhances the practical applicability of this model, making it an essential tool in the arsenal of 

traders and financial analysts. 
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Abstract 

Nonlinear partial differential equations (NLPDEs) are fundamental in describing a wide array of physical 

phenomena across various fields such as fluid dynamics, optics, and plasma physics. These equations are 

inherently challenging to solve due to their complex, non-linear nature. Consequently, numerous 
analytical and numerical methods have been developed to address these challenges. This study 

specifically addresses the modified Korteweg-de Vries (KdV) third-order equation, which is pivotal in 

modeling shallow water waves and other related physical systems. In this research, we employed the 
balance method to derive solutions for the modified KdV equation. The balance method, known for its 

efficacy in handling higher-order nonlinear terms, was utilized to construct exact soliton solutions. We 

successfully derived both first and second kind soliton solutions, which are critical in understanding the 

dynamics of nonlinear wave propagation. To further validate our approach, we visualized these solutions 
using advanced mathematical software, providing a graphical representation of the soliton behavior. 

These visual models offer significant insights into the shallow water wave phenomena and confirm the 

practical applicability of our theoretical results. Through a series of illustrative examples, we 
demonstrated the robustness and effectiveness of the balance method in solving the modified KdV 

equation. The results underscore the method's potential as a standard, reliable, and computationally 

efficient tool for tackling complex nonlinear equations. Our findings contribute to a deeper understanding 

of soliton dynamics and offer a solid foundation for future research in the field of nonlinear wave 

equations. 

Keywords: Nonlinear Partial Differential Equations (NLPDEs), Modified Korteweg-de Vries (KdV) 

Equation, Balance Method, Soliton Solutions, Shallow Water Waves, Nonlinear Wave Propagation 

1. Introduction 

The study of nonlinear partial differential equations (NLPDEs) is significant place in mathematical 

physics and engineering. Among the myriad classes of NLPDEs, third-order nonlinear partial differential 

equations (NLPDEs) stand out due to their relevance in describing various wave propagation and soliton 

behaviors. Traditional methods for solving these equations often fall short in providing exact solutions, 

necessitating the development and application of advanced techniques. One such technique is the balance 

method, which has shown remarkable efficacy in addressing the challenges posed by specific classes of 

third-order NLPDEs (Wang, Zhou, & Li, 2022; Fan & Zhang, 2023). 

Traditional methods for solving NLPDEs include the inverse scattering transform, Hirota's direct method, 

and similarity reductions, each with its own set of advantages and limitations (Ablowitz & Clarkson, 

2023; Hirota, 2004; Pucci, 2024). However, these methods can become cumbersome when dealing with 
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higher-order or highly nonlinear terms. The need for more versatile and straightforward techniques has 

led to the exploration of the balance method, which simplifies the solution process by balancing the 

highest-order derivatives and nonlinear terms in the equations (Wang et al., 2022; Fan & Zhang, 2023). 

2. Preliminaries and Definitions 

2.1 Non-Linear PDEs 

Nonlinearity in PDEs arises when the equation involves products or powers of the unknown function and 

its derivatives or when it includes transcendental functions like sine, cosine, or exponential functions of 

the dependent variable (Logan, 2015). A general form of a second-order nonlinear PDE could be written 

as: 
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2.6  General Non-Linear PDE 
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        2 

     

u= wave equation, t=time, x= spatial coordinate, P= polynomial functions of the arguments 

3. Materials and Methods 

4.1 Hirota Bilinear Operators 

The Hirota bilinear method introduces specific differential operators known as Hirota derivatives or 

bilinear differential operators. These operators are defined to act bilinearly on functions and are 

instrumental in expressing nonlinear equations in a bilinear form.For this research we will assume the 

solution to the NLPDE as;   q
kjkjpdpd awawau   )(ln)(ln 00  

),,(),,( txwwtxuu   and    jkjk
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,ln),(ln 


 

    3 

And we take )...,2,1,0,,...2,1,0(, djpka jk  , which are the balance coefficients that are also the 

constants. We evaluated them, Elaski transform, fractional derivatives, and the balance method,  

and obtained  

20 1012 0a and a   



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

118 
 

Then we do a substitution 10 102 12a a and obtain the main equation 20 10 00ln( ) ln( )xx xu a w a w a  

weso that 00 0012ln( ) 0ln( ) 12ln( )xx x xxu w w a w a     , and 

2

00 002
12ln( ) 12 .xx x

xx

w w
w a a

w w

 

    
 

where a00 represents any arbitrary constant,  

u=

2

00 002
12ln( ) 12 .xx x
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w w
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w w

 
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 4 

Connecting the latter into the PDE, we produce the following outcome where a20 is given as; 

20 1012 0a and a  , so that  

2 2 3

00 00 002 3 3 2 3

2 2
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 5 

This simplifies to; 

1 2 312( [ ]) 0C C C             

 6 

Where; 
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 8 

and  
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2 2

3 2 3

2 5 8 6xxxxx xxx xx xxxx x xxx x xx xw w w w w w w w w
C

w w w

   
    

   
     

 9 

So that; 

1 2 312( [ ]) 0C C C    .         

 10 

Introducing integral, we have 

2 2 3

00 00 002 3 3 2 3

2 2
12 12 3 2xxt xx t x t x t xxx xx x xw w w w w w w w w w w

a a a dw
w w w w w w w

 
   

        
   



2 2

2 3

2 5 8 6
12 0xxxxx xxx xx xxxx x xxx x xx xw w w w w w w w w

dw
w w w

 
     

            
      

 11 

These yields  

2 2

00

2

( ) ( 4 3 ) ( )
0xt x t xxxx x xxx xx xx xw w w w w w w w w a w w w

x w

      
 

  
   

 12 

If we compare this with the equation;  
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 13 

We observe the identical terms and factors with;  

2 2
200

2

( ) ( 4 3 ) ( )
( ) 0xt x t xxxx x xxx xx xx xw w w w w w w w w a w w w

k t w
w

      
  

 
   

 14 
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Where k(t) is a function that is arbitrary with respect to t, likewise a00. 

Certainly, putting k(t)=0 in the equation above, we get the bilinear equation; 

2 2

00

2

( ) ( 4 3 ) ( )
0xt x t xxxx x xxx xx xx xw w w w w w w w w a w w w

w

     
     

 15 

This equation can be written with the help of a differential operator D as; 

4 2

00( )( , ) 0x t x xD D D a D w w           

 16 

Where; 

' '( , ) ( ') ( ') ( , ) ( , )m n m n

x tD D a b x x t t a x t b x t           

 17 

' '

', '( , ) ( ') ( ') ( , ) ( , ) |m n m n

x t x x t tD D a b x x t t a x t b x t            

 18 

We set a00=0 in equation the equation above then Applying the Hiruta’s Method we simplify the bilinear 

equation into; 

4( )( , ) 0x t XD D D w w           

 19 

This method yields a more general and applicable bilinear equation of the modified KdV equation is 

obtained by using Hirota’s Method. 

 

4. Results 

Let us take into consideration the fractional-order nonlinear KdV system; 

3

3

3

3

6 6

3 , 0 1
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t r r r

v v v
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t r r


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



  


 

   
   

   

  
    

  

        

 20 
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With the initial condition 

2 2

2 2

( ,0) sech
2 2

( ,0) sech
2 2 2
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v r

 
 

  
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 
  

 

 
  

 

        

 21 

In the case of rho=1, the exact KdV scheme is given by, 

3
2 2

3
2 2

( , ) sech
2 2 2

( , ) sech
2 2 2 2

r t
r t

r t
v r t

  
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   

 

 
   

 

       

 22 

We the Elzaki transform to the equations above, we get; 

 

 

5 2
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     
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     23 

Furthermore,  

 
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
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   
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   
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With the analytical methods emphasized in this work, we obtain; 
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Hence, generally, we can extend the results to n for further studies 

 

 
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
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The result will be expressed in the series form; 

0 1 2 3

0 1 2 3

( , ) ( , ) ( , ) ( , ) ( , ) ... ( , )

( , ) ( , ) ( , ) ( , ) ( , ) ... ( , ) 0
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      
    27 

Specifically, the exact results of the KdV scheme are given as; 
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2 2
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Let us view the above solutions in a plot; 
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FIG 1 With β=2 and ranges for r and t from 0 to 10. This graph demonstrates the behavior of the 

squared hyperbolic secant function, which decays more sharply, highlighting the function's sensitivity to 

changes in r and t. 

 

FIG 2 With β=50 increases significantly, the peak becomes very sharp and narrow, focusing the impact 

of the function near the center. This behavior showcases how increasing β drastically changes the 

distribution of λ 

 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

124 
 

FIG 3 With β=0. This plot shows the symmetric behavior of the function around the line r=t, with no 

shift in the peak since β does not contribute any additional bias to the function's argument. The shape is 

more evenly distributed compared to non-zero β values 

 

FIG 4 With β=−20. This plot illustrates how a significantly negative β shifts the peak toward higher ort 

values, reflecting the influence of the negative bias in the function's argument. The peak is narrow, 

highlighting the localized impact of the function in this configuration 

 

FIG 5  With β=−50. The significant negative value of β causes an even more pronounced peak shift 

towards higher r and t values, with a very narrow peak that emphasizes the function's steep decay. This 
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graph clearly shows the effect of large negative β values on the function's distribution and behavior over 

the given range. 

 

FIG 6 With β=−100. This extreme negative value of β causes the function's peak to shift further towards 

the higher end of both r and t values, resulting in a very localized and sharp peak. The graph emphasizes 

how dramatic the function's sensitivity to β is, particularly with large negative values. 

 

FIG 7  With β=500. With such a large positive β value, the function's peak is sharply focused near the 

origin and quickly decays, becoming almost negligible outside a very narrow region around the peak. 

This illustrates the extreme sensitivity of the function to high β values, effectively concentrating the 

function’s effects on a tiny area of the plot. 
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Next, we create a comparison plot that includes all the varying values of β we've explored for the 

function. we'll consist of β= −100, −50, −20, 0, 2, 50, 100, and 500 in this series of plots to illustrate how 

the function changes with these different values. We'll place these plots side by side for a straightforward 

comparison. 

 

 FIG 8 Comparison plot that includes all the varying values of β we've explored for the function. 

we'll include β= −100, −50, −20, 0, 2, 50, 100, and 500 

 

FIG 9   The surface plot for the function with β=2 and ranges for r and t from 0 to 10. This graph 

incorporates a scaling factor 0.5 , modifying the amplitude of the function. The plot shows how the 

function behaves over the specified ranges, illustrating the effect of the scaling on the function's shape 

and intensity. 
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FIG 10  With β=1000. This plot demonstrates the dramatic effect of a very high β value, where the 

function's peak becomes extremely sharp and localized around the origin, due to the intense scaling of the 

function combined with the large β value. This significantly narrows the effective area where the function 

has substantial values, illustrating the sensitivity of the function to changes in β. 

 

FIG 11 With β values of 50, 100, 200, and 500. Each subplot demonstrates the impact of increasing β on 

the function: 

Higher β values result in sharper, more localized peaks, with the effect of the function being 

concentrated closer to the origin due to the increased influence of the function. 
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Scaling factor 0.5  increases the amplitude of the function as β increases, enhancing the peak height 

while maintaining the function's narrow effective range. 

This series of plots clearly shows how the scaling and shape of the function change significantly with 

larger β values, focusing more intensely on a smaller area. 
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Abstract 

This study explores the radiation shielding properties of clamshell mortar for application in diagnostic radiology. 

Clamshells, rich in calcium carbonate, are evaluated for their effectiveness as a partial cement replacement. The 

clam shells collected from the local clam vendors were first washed, sun-dried, cracked into smaller pieces, and 

burned to ash at a temperature of 800˚C. The crushed clamshells were sieved using a 300 µm sieve mesh, and the 

fine powder (pozzolan) was stored in a sealed container. A standard ratio of cement to sand was used in preparing a 

mortar of density 1608 kg/m³.  Using this ratio, the weight of cement was replaced by 8 w/w, 12 w/w, 16 w/w, 20 

w/w, 24 w/w and 28 w/w with clam shell ash, the mixtures were used to Prepare samples of mortar and label them 

for easy identification. X-ray irradiation test on the mortar samples was carried out at the x-ray room of the 

Diagnostic Radiology facility. The result shows that 16% replacement of cement with clam shell ash provides a 

suitable shielding material for a diagnostic x-ray facility. A thickness of 1.68 cm is found to absorb half the incident 

dose of 141.2 µGy, and TVL of 5.59 cm could be considered to improve radiation protection. This Research will 
enlighten the public on the possibility of using clamshell ash. As an alternative pozzolan for cement in the 

construction of mortar for shielding diagnostic radiology facilities. It will further educate the public on the need to 

properly shield radiation. 

Keywords: clam shell, x-ray, shielding, mortar, concrete, properties. 

Introduction 

Diagnostic radiology is an essential tool in modern medicine, aiding healthcare professionals to detect and monitor 

several health conditions using both ionizing and non-ionizing radiation (Bushberg et al., 2012). Despite its benefits, 

ionizing radiation is associated with potential risks, such as increased cancer rates and genetic damage for both 

patients and medical personnel (UNSCEAR, 2020; Vaiserman et al., 2018). Therefore, radiation protection is of 

serious concern in diagnostic radiology practice. 

Radiation shielding is an indispensable component of radiation protection strategy used in reducing radiation doses 
by attenuating the beam intensity emitted from diagnostic equipment (NCRPM, 2005). Shielding materials, such as 

lead and concrete, are widely used due to their high attenuation properties. However, these materials pose 

environmental disposal and health concerns and are costly (EPA, 2017). Thus, researchers have developed more 

interest in exploring alternative, eco-friendly, and maintainable shielding materials. The effectiveness of a material 

as a radiation shielding depends on its ability to attenuate, or absorb, the penetrating radiation. This can be 

characterized by the material’s linear attenuation coefficient, which indicates how much the radiation is reduced per 

unit distance traveled through the material. In diagnostic radiology, the most commonly used radiations are x-rays 

and gamma rays, which have a relatively high energy. Therefore, the shielding material needs to have high density 

and atomic number to effectively absorb the radiation.The use of ionizing radiation in medical imaging is found in 

conventional radiography, fluorography, mammography, computed tomography, and nuclear medicine. Ionizing 

radiation can penetrate matter and tissues, interact with atoms and molecules, and cause the removal or addition of 

electrons (ionization) in the material. The interaction of ionizing radiation with matter produces an image that can 
reveal the internal structure and function of organs and tissues. However, exposure to ionizing radiation can also 

cause damage to deoxyribonucleic acid (DNA) and other cellular structures, which can lead to genetic mutations, 

cancer, and other health problems. 

Non-ionizing radiation has lower energy and frequency than ionizing radiation and does not cause ionization in 

matter. They interact with the physical properties of tissues, such as density, conductivity, or magnetization, to 

produce an image or effect. Non-ionizing radiation, such as ultrasound, uses high-frequency sound waves that 

bounce off tissues to create an image of the internal structures.Magnetic resonance imaging uses a strong magnetic 

field and radio waves to align and excite protons in the body, which can produce a signal that can be reconstructed 

into an image. Non-ionizing radiation is generally considered safer than ionizing radiation because it does not cause 

direct DNA damage. 

mailto:jonathanabeh@gmail.com
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Clam Shell Mortar (CSM) 

Clams are marine bivalve mollusks called “Bivalvia” scientifically, and belonging to the family of Veneridae. They 

are a type of shellfish with two shells hinged together, which they use to filter feed (Gökoğlu, 2021). 

A clam shell mortar is a specialized construction material made by blending powdered shells of marine mollusk 

(clams) with traditional cementitious binders. The shells are cleaned, processed, and pulverized into fine particles 
before being mixed with cement, sand and water. The resulting mortar exhibits unique properties and can be used 

for various shielding applications. One of the most significant applications of Clam Shell mortar in building 

construction is its effectiveness as a radiation shielding material (Kim, 2022). Research in this area has focused on 

evaluating the mortar’s ability to attenuate gamma radiation. Studies suggest that the addition of powdered mollusk 

shells to cementitious materials enhances their radiation shielding properties, making clam shell mortar a potential 

material like lead or concrete (Smith et al., 2018). 

Clam shell mortar has been used for centuries in coastal regions where seashells are readily available. Clam shell has 

several advantages over modern cement-based mortars, as it is more environmentally friendly and sustainable, and it 

has better breathability and flexibility (Popović, 2023). Its breathability makes it a good option for buildings in areas 

with high humidity or where moisture infiltration is a concern.Clam shell mortar is a type of mortar that is made 

from crushed clam shells or other mollusk shells. It is a natural and sustainable alternative to cement, which is a 

major source of greenhouse gas emissions and environmental degradation, clam shell mortar has been used for 
centuries by various civilizations near the coastlines, where shells were abundant and easily accessible (Wang et al., 

2023). Clam shell mortar can be made by heating the shells to a high temperature, which causes them to release 

carbon dioxide and form calcium oxide (Table 1). The calcium oxide is then mixed with water, which triggers a 

chemical reaction that produces heat and converts the mixture into a dry, powdery material that can be used as a 

binder in mortar (Cahoon et al., 2011). Clam shell mortar can be mixed with sand, gravel, or other fillers to create 

concrete for various construction purposes (Bamigboye et al 2021). 

Clam shell mortar have some advantages over cement, such as lower carbon footprint, higher compressive strength, 

and better resistance to salt water and acid rain for future applications in coastal areas or regions with abundant 

shellfish farming (Wang et al., 2023). 

Table 1:Chemical composition of OPC and clam shell 

OXIDES OPC (%) CLAM SHELL (%) 

SiO2 (Silica) 20 - 25 1.60 

Al2O3 (Alumina) 5 – 10 0.92 

Fe2O3 (Iron oxide) 3 – 5 0.06 

CaO (Calcium Oxide) 60 -65 51.56 

MgO (Magnesium Oxide) 0.5 - 4 1.43 

SO3 (Sulfur) 1 - 3 0.06 

Na2O (Sodium Oxide) 0.5 0.04 

K2O (Potassuim Oxide) 0.5 0.05 

(Neville et al., 1987; Peceño et al., 2022). 

 

Typically clam shell contains 90% to 98% of calcium carbonate (CaCO3) which translate to a high calcium oxide 

(CaO) content calcinated in comparism to OPC with approximately 60% to 67% CaO, which means clam shells 

have a much greater calcium content than OPC. Clam shell composed of CaCO3 which contribute to its hydration 

process in concrete, leading to improve compressive strength and density. This optimizes concrete properties with 

6% replacement, but excessive replacement can hinder early strength due to slower hydration rates (de Freitas et al., 

2024). 
Calcium Silicate Hydrate (C-S-H) is produced through the hydration of tricalcium silicate (C3S) in the present of 

water, as shown in the equation below. 

2C3S + 7H                   3C3 S2 H4 + 3CH + heat 

https://www.globalseafood.org/advocate/how-farmed-mollusk-shells-can-be-used-as-concrete-components/
https://www.globalseafood.org/advocate/how-farmed-mollusk-shells-can-be-used-as-concrete-components/
https://shellbond.com/shellbond-mortar
https://shellbond.com/shellbond-mortar
https://shellbond.com/shellbond-mortar
https://www.globalseafood.org/advocate/how-farmed-mollusk-shells-can-be-used-as-concrete-components/
https://www.globalseafood.org/advocate/how-farmed-mollusk-shells-can-be-used-as-concrete-components/
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Here C-S-H acts as the primary binding phase in cement and can also interact with materials like clam shell, which 

contain calcium carbonate and silicates contributes to the formation of additional C-S-H, enhancing the binding 

characteristics of both cement and clam shell aggregates (Madadi et al., 2022). 

Materials and methods 

Ordinary Portland Cement (OPC) (Lafarge Nigeria PLC, with 30% reduction in CO2) was used as the major binder, 
sharp sand of particle fineness 0.85 mm, Clam shells were sourced from dealers at Watt market who gather them up 

as waste after removing the flesh of the clam. Water was sourced from nearby public water supply while moulds 

were designed and constructed at wood work workshop in University of Cross River State, Calabar.  The cement, 

gravel and sharp sand were used as sourced without further purification. The following equipment’s were used in 

this study: x-ray source fitted with lead collimator and radiation dose detector. 

Clam Shell Preparation 

The clam shells, were first washed with water to remove dirt such as soil and remaining clam flesh (Fig. 1). The 

washed clam shells were dried under the sun for three days until no water was observed on them. The dried shells 

were divided into two parts, one part was cracked into smaller pieces using hand held hammer and stored in a 

polyethene bag while the second part was 

 

 

Figure: 1 (a & b): Clam shells waste 

Preparation of Clam Shell Ash 

The pieces of clam shells obtained (Fig. 2), were then packed into a crucible container and placed into a furnace, and 

the temperature set at 800˚C for 2 hours to form ash (Ketebu and Farrow., 2017). The shells from the furnace were 

allowed to cold under normal room temperature before they were crushed into powder form using a grinding 

machine. The crushed shell samples were sieved using a 300 µm sieve mesh to separate the ash particles from none 

ash particles(Nduka et al., 2023). The fine powder (pozzolan) of the clam shells were stored in a sealed container, 

prevented from dust, moist and other contaminants. 
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Figure 2: Clam shell ash. 

Preparation of clam shell mortar 

Moulds of thicknesses 2.5 cm, 5 cm, 7.5 cm, 10.0 cm, 12.5 cm and 15.0 cm were constructed for moulding of the 

samples. The moulds were cleaned and oiled with engine oil to enhance ease of removal of the blocks after setting 

and to prevent damage of the test blocks. The ratio of cement to sand used in preparing a standard mortar of density 

1608 kg/m3 is 1:4. This was adopted due to the sand particle size (Ketebu and Farrow., 2017).  Using this ratio, the 

weight of cement was replaced by 0%w, 8%w, 12%w, 16%w, 20%w, 24%w and 28%w of clam shell ash and the 
mixtures used to prepare samples of mortar and labelled as mo, m1, m2, m3, m4, m5 and m6 respectively. 

8% of the weight of cement was weighed out and replaced with the same weight of clam shell ash. This was 

repeated for 12%w, 16%w, 20%w, 24%w and 28%w of the clam shell ash. The control sample of mortar was 

prepared using the known standard ratio that offers 1608 kg/m3 density and identified as mo(Ketebu et al., 2017). 

Each sample of mortar was made by putting together the mixture of cement/clam shell ash and sand in a container 

before adding sufficient water to form a good paste. The paste was stirred using a stirrer that rotate at the speed of 

140-180 rpm to ensure that the mortar was evenly mixed (Fig.3). 

 

 
Figure 3: Clam shell mortar 

X-Ray Transmission Test 

X-ray irradiation test on the mortar samples was carried out using the diagnostic x-ray facility. Quality control 

measurements were previously conducted on the x-ray machine by the facility medical physicist and the results were 

found to be within set tolerances. Since the energy level (voltage tube) used in a general radiography is always in the 

rage of 60-120 kVp (Aljabal et al., 2019), it was therefore necessary to determine the attenuation level of the mortar 
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under irradiation of x-ray having operating potential of 80 kVp. The mortar sample was placed midway between the 

detector and the x-ray source to minimize scattered radiation reaching the detector. The detector source was fixed at 

80 cm throughout the experiment. This procedure was repeated for all mortar samples. The dose result taken when 

there was no mortar was recorded as D0 while doses transmitted through different thicknesses of mortar were also 

recorded as Dm1, Dm2, Dm3, Dm4, Dm5, Dm6. 

Determination of linear attenuation coefficient (LAC), Half-value layer (HVL) and Tenth-value layer (TVL) 

The (LAC) is a measure of how strongly a material can attenuates or absorbs a beam of x-rays photons using the 

equation 

𝑙𝑛𝐷 = -𝜇𝜘 +  𝑙𝑛𝐷0       (1) 

where Do is the initial dose, D is the transmitted dose, while µ is evaluated by plotting a graph of InD as a function 

of the thickness (x). 

The HVL is the thickness of a material required to reduce the x-ray intensity to half its original value. HVL can be 

determined using the equation 

𝐻𝑉𝐿 =
0.693

µ
                        (2) 

The TVL is the thickness of a material required to reduce the x-ray intensity to one-tenth its original value. This can 

be determined using the equation\ 

𝑇𝑉𝐿 =
2.30

µ
                                       (3) 

X-ray transmission through mortar samples 

At the radiology room, a transmission of x-ray photons with the initial dose Do of 141.2 µGy was recorded without 

any sample as presented (Table 2). The control samples were used as normal mortar without any replacement of 

cement with CSA. Transmission results for the different mortar thicknesses are given in (Table 2). There was no 

dose reading at 12.5 cm and 15.0 cm thicknesses as the transmitted dose was below detection limit. The transmitted 

doses through the control samples are observed to be less than all other sample types except for the mortar sample 

with 8% CSA. Mortar sample with 8% CSA had the greatest radiation absorption efficiency, as it allowed the least 

dose of 24.2 µGy, 16.0 µGy, 12.4 µGy and 3.3 µGy to be transmitted through its 2.5 cm, 5.0 cm, 7.5 cm and 10.0 

cm thicknesses respectively, while the detector could not detect or read the doses for 12.5 cm and 15.0 cm 

thicknesses. Other mortar samples types displayed various radiation absorption efficiency, which cannot be 
compared to those of the control sample and 8% CSA mortar. 

From the result shown in Table 2, it is observed that the normal mortar produced a better shielding at the initial dose 

of 141.2 µGy than mortars having 12% CSA, 16% CSA, 20% CSA, 24% CSA and 28% CSA, mortar sample with 

8% CSA produced a better shielding property than the control sample at the same initial dose of 141.2 µGy. 

Table 2: Calculated values for all doses (lnD) of mortar samples 

X (cm) 
Dose (µGy) 

M0 M8 M12 M16 M20 M24 M28 

0.00 4.95 4.95 4.95 4.95 4.95 4.95 4.95 

2.50 3.19 3.19 4.04 4.22 3.92 3.87 3.70 

5.00 2.87 2.77 2.83 2.83 2.87 3.04 2.48 

7.50 2.53 2.52 2.04 2.04 1.87 2.83 2.42 

10.00 1.87 1.19 BDL BDL BDL BDL 1.87 

12.50 BDL BDL BDL BDL BDL BDL BDL 

15.00 BDL BDL BDL BDL BDL BDL BDL 

(BDL=Below Detection Limit) 
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FIG 1: A chart of lnD against the thickness (x) 
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g.    

 
FIG. 2 (a to g): Graphs of lnD as a function of thickness (X) 

 

Linear attenuation coefficient (µ) for mortar samples 

The graphs (Fig. 6(a to h)represent the µ for all the mortar samples at the initial dose of 141.2 µGy, this was 

obtained by plotting a graph of lnD against the thickness (x) of the samples.  The linear attenuation coefficient 

represents the fraction of radiation that is absorbed or scattered per unit distance as it travels through a material 

expressed in cm-1. The µ depends on the energy of the incoming radiation; higher-energy photons may penetrate 

more deeply into a material, resulting in a lower attenuation coefficient.  It is also a fact that this depends on the 

additive of the mortar samples. The control sample had a µ of 0.27± 0.02 cm-1, Mortar sample with 20% CSA had 

the highest µ of 0.41±0.01 cm-1, while other samples gave decreasing µ values of 0.33±0.02, 0.40±0.01, 

0.40±0.02, 0.29±0.01 and 0.30±0.03 cm-1 for 8% CSA, 12% CSA, 16% CSA, 24% CSA and 28% CSA 

respectively. The mortar sample with 20% CSA showing the highest LAC can be considered to have greatest 

shielding properties among the mortar samples being studied in this research. 

Table 2: Calculated values of µ, HVL and TVL for all mortar samples 
MORTAR TYPE µ (cm-1) HVL (cm) TVL (cm) 

M0 0.27±0.02 2.54 8.44 

M8 0.33±0.02 2.12 7.03 

M12 0.40±0.01 1.74 5.79 

M16 0.40±0.02 1.71 5.69 

M20 0.41±0.01 1.68 5.59 

M24 0.29±0.01 2.41 8.01 

M28 0.30±0.03 2.33 7.74 
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Figure 2:  Comparison of µ, HVL and TVL for mortar control and other samples 

 

4.4  Half-value layer (HVL) and Tenth-value layer (TVL) for mortar samples 

The analysis below seeks to explain the HVL and TVL obtained for all mortar sample types presented in table 3 

above. The HVL value in the table above represent the difference thicknesses of mortar type that will be needed to 
attenuate half the initial dose of 141.2 µGy, this was calculated following equation (18) and the result presented in 

Table 3. The analysis compares a control sample with the known HVL values against several percentages of CSA 

replacement, to evaluate their effectiveness in radiation protection. The result of HVL shown in table 3 above, 

indicates that the normal mortar will require the thickness of 2.54 cm to absorb half the initial dose of 141.2 µGy, 

which have a higher HVL compare to all other sample types, indicating that addition of CSA to replace the 

conventional cement for mortar construction are more effective at attenuating radiation. This also indicate that 

mortar sample constructed with the replacement of 20% of cement with CSA will require a thickness of 1.68 cm for 

the same dose, making it the lowest HVL suggesting it provides the highest level of radiation attenuation. Also 16% 

CSA replacement followed closely with HVL of 1.71 cm, while 12% CSA replacement showed moderate 

effectiveness with HVL of 1.74 cm higher than others. Others are 8% CSA, 24%CSA and 28% CSA with HVL of 

2.12, 2.41 and 2.33 cm respectively are less effective compared to others but still provide better shielding properties 

than the control sample. From the HVL data, it indicates that 20% of CSA represent the optimal replacement 
percentage. This analysis indicate that the tested sample types significantly improve radiation attenuation when 

compared to the control sample. 

The TVL was again calculated using equation (19) and result presented in Table 3 above. From the data presented in 

table 3 above, the thicknesses of each mortar sample are expected to reduce the intensity of a specified radiation by a 

factor of ten, as lower TVL indicates a higher attenuation capability, which is crucial in radiation shielding 

application. From the data presented in table 3, 12% CSA, 16%CSA and 20% CSA have significantly lower TVL 

values of 5.79 cm, 5.69 cm and 5.59 cm respectively, compared to the control sample with TVL value of 8.44 cm, 

indicating they provide better attenuation of radiation. The information presented suggest that among the best three 

samples, 20% CSA replacement has the lowest TVL of 5.59 cm, making it the most effective replacement among 

those tested in this study. The sample types 8% CSA, 24% CSA and 28% CSA have TVL values of 7.03 cm, 8.01 

cm and 7.74 cm respectively, which are better than the control sample but not as effective as 12%, 16% and 20% 
CSA so tested. The results indicate that 12% CSA, 16% CSA and 20% CSA could be considered for approval as 

they provide improved protection compared to the control sample. 

 

CONCLUSION 

The outcome of the holistic investigation carried out in this research work has proven that replacing cement with 

CSA in different percentages during the construction of mortarsamples will also improve or reduce x-ray radiation 

shielding efficiency of the mortar. Built on the experimental processes and calculated result gotten in this study, it 

can be concluded without any doubt that 12%, 16% and 20% replacement of CSA with cement for mortar 
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construction improves the shielding efficiency of the mortar by reducing the porosity. It was discovered also that, 

increasing the percentage of CSA beyond 20% results in increasing the number of photons transmitted through the 

mortar samples.By utilizing CSA in the construction of mortar for shielding x-ray in diagnostic radiology facility 

will meaningfully reduce the cost of construction by reducing the quantity of cement used in construction.Based on 

the experimental observations carried out in this research, the following concluding remarks are made: 
1. Not only that mortaris the least expensive used in x-ray facility as shielding material, mortar command other 

advantages making it more economical choice for large areas that require radiation shielding over lead. such as 

providing structural support, much lighter than lead, resistance to environmental factors like moisture and 

corrosion, less toxic, easily molded in various shapes, fire resistance and effective shielding with greater 

thicknesses allowing for the control of radiation exposure by simply adjusting depth of the mortar (Ling et al., 

2013). These facts have been proven in this research work with 12%, 16% and 20% replacement of cement with 

CSA providing a suitable shielding material for diagnostic x-ray facility. 

2. From the analysis gotten in the experimental work of this research on half-value layer (HVL), it has proven that, 

mortar sample with 20% CSA requires the least thickness of 1.68 cm to absorb half the incident dose of 141.2 

µGy. This analysis indicate that the tested sample types significantly improve radiation attenuation when 

compared to the control sample. 

3. The calculated results for the tenth value layer (TVL), shows that the mortar samples with 12% CSA, 16% CSA 
and 20%CSA, having TVL of 5.79, 5.69 and 5.59 cm respectively, could be considered to provide improved 

radiation protection compared to the control sample with TVL of 8.44 cm. 
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Abstract 

Bio-oil from microalgae has attracted a lot of attention for its extraordinary raw material utilization advantages and 

environmentally friendly characteristics. In order to increase the renewable energy utilization efficiency of 

microalgae biomass, research on the production line of microalgae cultivation and pyrolysis is essential. In this 

study the production of bio-oil from microalgae was carried out through a pyrolysis process. The method used in the 

production of bio-oil from Microalgae in this study is the pyrolysis method where a fix-bed reactor was connected to 

a condensers and heat was applied from a gas burner and the temperature was monitored using a thermocouple 

connected to the reactor and time monitored by a stop watch until the last drop of product was observed from the 
system. The result shows that both oils produced from microalgae are heavy oils with API gravity of 8.59, heavy oil 

with density of 1.079 g/cm3 at 22 oC, high viscosities of 8.24 mm2.s-1, specific gravity of 1.01, high flashpoint of 96 

oC, pour point of 16 oC. GC/MS analysis carried out on the produced bio-oil Samples shows that the bio-oil 

produced from Microalgae contain several compounds. The bio-oils of microalgae contain carbon chain compounds 

(C8-C36). It was concluded that bio-oil produce microalgae is a potential alternative for fossil fuel. It was 

recommended in this study that effort should be made to convert the laboratory scale production of microalgae to 

industrial scale as it will be a good and possible alternative for fossil fuel. 

Keywords:Bio-Oil, Biomass, Duckweed, Micro-Algae 

Introduction 

Energy security is a significant challenge for a sustainable economy, necessitating the development of alternative 

renewable energy sources capable of meeting future demands (Asif, 2007). Since the discovery of non-renewable 

fuels such as petroleum-based fuel over four thousand years ago, all of humanity has relied on them (Dunn, 2002). 

Scientists are looking for clean and renewable fuel to replace petroleum-based fuel due to rising global demand, 

limited supply, and environmental impact. Bio-oil has loomed as alternative energy and a potential hydrocarbon 

substitute. Sustainable bioenergy production is gaining popularity as a way to minimize dependency on fossil fuels 

and reduce greenhouse gas emissions. This study is mainly to produce and characterize bio-oil from microalgae. 

Materials and Method 

Materials  

Microalgae washarvested (Fig. 1) from stagnant water in Diobu area, Port Harcourt, Rivers State. The materials used 

for the study are pyrolytic system, heater, Thermocouple, condenser, water for cooling, measuring cylinder to 

receive the oil, weighing balance, retort stand, beaker, separating funnel, round bottom flash, gas burner and a 

single-shot pyrolyzer connected to a GC-MS (Agilent 7890A/5975C, USA). The heat of reaction was supplied from 

a gas burner. The cooling water used was at 26℃. The condensed oil was received in a measuring cylinder to 

monitor the rate of product formation. A thermocouple was connected to the system to monitor the temperature in 

the system and a stop watch was used to measure the reaction time. The pyrolysis set-up, harvested microalgae is 

hereby presented (Fig.2). 

mailto:ebrirobertjay@gmail.com
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Figure 1: Harvested microalgae sample 

 

 

Figure 2: Pyrolysis Setup 

 

Method 

The harvested microalgae was air dried (Fig. 3) for 14 days to remove the moisture, the dried microalgae of 5.5kg 

was weighed and passed through the hopper of the reactor. The hopper was then properly covered with thread seal 

tape to avoid leakage. Adequate precautions were put in place to make sure there is no leakage before the start of the 

experiment. A glass condenser was connected tightly to the reactor to cool the condensing vapor from the reactor. 

Water at 26℃, connected counter currently was used to cool the vapor. No catalyst was used. The gas burner was 

then put on and the pyrolysis continued until the last drop of oil was noticed in the measuring cylinder.  The volume 

of bio-oil produced was monitored with time and temperature. The bio-oil produced was immediately analyzed and 

the result was recorded. The pyrolysis was also carried out at various temperatures to determine the effect of 

temperature and time on the products formed.  
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Figure 3: Dried microalgae sample 

Bio-oil analysis 

The following analysis was carried out on the bio-oil; oil density, specific gravity,API gravity, pH measurement, 

viscosity, flash point, pour point. 

Chemical Composition 

The chemical compositions of the engendered bio-oil were analyzed using gas chromatography (GC) (CHEM32) 

and Mass Spectrometer (MS). The carrier gas was helium at a flow rate 1.0 mL min-1, a temperature of the injection 

port of 270℃, the injection volume is 1𝜇𝐿. The starting temperature of the analysis was be at 40℃, the heating rate 

was kept to 1.5℃ min-1 to 46℃, and the heating rate will subsequently increase to 4℃ min-1, until the temperature 

reached 209℃.  Real-time chemical composition of pyrolysis sample was analyzed using a single-shot pyrolyzer 

connected to a GC-MS (Agilent 7890A/5975C, USA), which was equipped with an inert XL mass spectrum detector 

and a capillary column (30 m in length, 0.25 μm in internal diameter, HP-5 MS). Concentration level and percentage 

of different compounds in the pyrolysis products of the micro algae was determined by online Py-GC/MS under a 

ramping temperature gradient from 350°C to 400°C at a temperature interval of 100°C.  

The total ion count (TIC) diagrams of micro algae pyrolysis products under different temperature conditions were 

obtained. Results were analyzed using Agilent MSD Productivity Chem Station for GC and GC/MS System Data 

Analysis application software. Retention time and peak area percentages of different compounds in pyrolysis 

products were determined by comparing with NIST 2011 Database. The concentrations of each compound were of 

right proportion to its corresponding peak area percentage. 

Results and Discussion 

Pyrolysis of bio-oil produced from microalgae 

Result of bio-oil obtained from pyrolysis of microalgae is hereby presented (Fig. 4). At 20oC-80 oC, no product was 

formed from the pyrolysis process, the first drop of product was observed at temperature of 100 oC. It was observed 

from the experiment that as the temperature of the reaction increased from 100 oC-200 oC, the volume of the bio-oil 

produced also increased, also as the heating time was increasing, from 10 minutes to 150 minutes, the product yield 

also increased. The bio-oil yield of temperature 100-400 oC was analyzed because at this temperature, all the bio-oil 

has been extracted from the biomass. The mass of microalgae char formed by the pyrolysis process is 1.2kg.  

 

Figure 4: Effect of temperature on bio-oil yield from microalgae. 

The heating time of the reaction was observed during the production of bio-oil from pyrolysis of microalgae. It was 

discovered that from time 0mins – 100mins heating time, no product was formed from the pyrolysis process, the 
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first drop of product was seen at heating time 150min, 0the volume of product formed from the pyrolysis process 5 

mins after the first drop was 2ml (Fig. 5).  

The bio-oil yield also increases when the system is heated for a long time, more bio-oil product is formed from the 

experiment. It was seen from the experiment that as the heating time of the reaction increased from 150 mins - 420 

mins, the volume of the bio-oil produced also increased. The bio-oil yield of heating time 420 mins was analyzed 

because at this time, all the bio-oil has been extracted from the microalgae.  

 

Figure 5: Effect of Heating Time on Bio-Oil Yield from Microalgae. 

Characteristics of Bio-oil  

Characteristics of Bio-oil produced from Microalgae 

Table 1 showed the physical properties of the bio-oil produced, which were determined using American standard of 

testing methods and standard charts for fuel oils. The API gravity at 22℃ of the produced bio-oil was 8.59 which 

indicated that the produced bio-oil from microalgae is a very heavy oil.  pH value of the bio-oil from microalgae is 

5.3. pH exceeding a value of 3.0 was found only for few biomass feedstocks. Bio-oil viscosity (mm2 .s-1; at 25℃) of 

the produced bio-oil was 8.24, which are relatively higher compared to other biomass sources. The pour point was 

16℃ which were in range with the pour point of waxy crude oil. A high pour point is generally associated with 

high paraffin content, typically found in crude deriving from a larger proportion of plant material according 

to ASTM Standard D5949 (2003). The flash point of the bio-oil was 32℃ which is the range of flash point for 

heavy crude oil. Volatile matter and the fixed carbon of the produced bio-oil are 0.6 and 86.56 respectively.  

Table 1: Physical Properties of the Produced Bio-Oil from Microalgae 

Physical properties Quantity Unit 

Density at 22°C 1.079 g/cm3 

Specific gravity 1.01 - 

API gravity at 22°C 8.59 - 

Viscosity 8.24 mm2.S1 

pH 5.3 - 

Pour Point 16 °C 

Flash Point 96 °C 

Volatile matter 0.6 % 

Fixed carbon 86.56 % 
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Chemical Composition  

GC/MS Analysis of bio-oil produced from Micro-algae 

The result of the GC/MS analysis is hereby presented(Table 2), and it showed that the retention time, and 

chemical composition of the samples. GC-MS analysis was carried out to determine the percentage of major 

compounds present in the pyrolysis products derived from the algae sample, which would provide important 

references for biomass thermochemical conversion and utilization in industry. TIC diagram of micro algaepyrolytic 

bio-oil obtained is also presented (Fig. 6& 7).  

Table 2: GC results for retention time and component of bio-oil produced from microalgae 

Retime (min) Type Area (pA*s) Amt/Area Amount (ppm) Names 

2.933 HT 374.2985 9.99326e-2 748.09291 n-C8 

4.243 HT 1373.77136 2.29512e-1 6305.94972 n-C9 

5.621 HT 522.63556 1.21694e-1 1272.03222 n-C10 

6.810 HT 794.83447 7.27325e-1 1156.20646 n-C11 
7.635 HT 49.24685 1.37204e-1 135.13773 n-C12 

8.243 HT 31.42998 1.1295e-1 71.00215 n-C13 

9.205 HT 64.33518 3.04704e-1 392.06406 n-C14 

10.074 HT 43.94883 2.75023e-1 241.73856 n-C15 

11.052 HT 23.76081 2.60529e-1 123.80768 n-C16 

11.780 HT 574.99908 4.16898e-1 4794.32195 n-C17 

11.832 HT 89.41660 1.67242e-1 299.08366 Pristine 

12.520 HT 24.44940 2.63666e-1 128.92949 n-C18 

12.559 HT 68.54385 2.03913e-1 279.54033 Pristine 

13.176 HT 5.70851 0.00000 0.0000 n-C19 

13.245 - - - - o-Terphenyl 
13.780 HH 189.41678 2.65504e-1 1005.81877 n-C20 

14.403 BB 314.24121 2.74162e-1 1723.06103 n-C21 

14.987 BB 440.72604 2.79295e-1 2461.85574 n-C22 

15.555 HB 105.64922 2.71756e-1 574.21616 n-C23 

16.096 HB 110.84991 3.14571e-1 697.40394 n-C24 

16.621 BB 85.73927 2.92271e-1 501.18194 n-C25 

17.203 BB 1.39754 0.00000 0.00000 n-C26 

17.613 HH 89.23038 3.30521e-1 589.85076 n-C27 

18.248 BB 9.68134 2.04437e-1 39.58449 n-C28 

1.531 BB 43.83989 3.62930e-1 318.21661 n-C29 

19.053 BB 8.464458 3.44720e-1 58.35820 n-C30 

19.481 BB 3.29964 0.00000 0.00000 n-C31 
19.904 BH 1.57982 6.49904e-2 2.05347 n-C32 

20.200 BB 29.81846 2.10833e-1 125.73458 n-C33 

20.590 HH 15.18063 1.70292e-1 51.70275 n-C34 

20.978 BB 10.61378 7.08162e-2 15.03256 n-C35 

21.409 BB 5.19605 1.09260e-1 11.35437 n-C36 

21.570 BB 6.98663 1.18251e-1 16.52350 n-C37 

22.563     n-C38 

23.234     n-C39 

24.013     n-C40 

Total    2.41399e4  
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Figure 6: TIC Diagram Microalgae GC analysis 

The pyrolyzed products were primarily made up of 33 kinds of compounds such as hydrocarbons, alcohols, acids 

and so on. Among which had the following straight chain alkenes at different amount and retention time.Among the 

compounds listed in Tables 3, the relative content of hydrocarbons in microalgae firstly decreased from 250°C to 

350°C, then up to the highest content of 6.51% at 450°C, and finally decreased to 0.05% with increasing 

temperature from 200°C to 350°C.  

Figure 7: TIC Diagram for MS Analysis of Bio-Oil Produced from Microalgae 

As important fuel additives, aromatics could increase octane number of transportation fuel according to the study by 

Zhou(2013). The aromatics listed (Table 3) were consisted of benzene and its derivatives, and of which was not 

detected until 450°C, the relative content of aromatics increased from 250°C to 400°C and reached up to the highest 

content of 28.24% at 350°C, then followed by a little decrease with increasing temperature from 350°C to 400°C.  
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After the MS analysis carried out on the sample, it can be concluded that the pyrolyzed products of microalgae at 

350°C mainly contained 17 kinds of substances such as acids, hydrocarbons, alcohols and other organic substances. 

Therein, the substances whose content was found are the system monitoring compound. 

Table 3: MS results for retention time and component of bio-oil produced from Microalgae

S/n Compound R.T. Qion Response Conc Units Dev. (Min) 

 System Monitoring Compounds       

7 O-Terphynyl 6.822 230 1186 0.17 ppm -0.04 

 Target Compounds      Qvalue 
1 Naphthalene 3.097 128 13141281 9933.23 ppm 100 

2 Acenaphthylene 4.599 152 24456 255.76 ppm 100 

3 Acenaphathene 5.770 153 301263 636.43 ppm 100 

4 Fluorine 5.334 166 341295 886.48 ppm 100 

5 Phenanthrene 6.464 178 190959 615493 ppm 100 

6 Anthracene 6.547 178 95489 298.98 ppm 100 

8 Fluoranthene 7.793 202 13052 62.78 ppm 100 

9 Pyrene 8.185 202 51047 228.84 ppm 100 

10 Benzo (a) anthracene 9.625 228 1868 7.99 ppm 100 

11 Chrysene 9.625 228 1999 8.37 ppm 100 

12 Benzo (b) fluoranthane 10.738 252 2628 13.46 ppm 100 
13 Benzo (k) fluoranthene 10.836 252 2032 10.09 ppm 100 

14 Benz (a) pyrene 11.135 252 21 0.17 ppm 100 

15 Dibenz (a,h) anthracene 12.309 276 876 13.13 ppm 100 

16 Indeno (1,2,3-cd) pyrene 12.309 276 874 15.37 ppm 100 

17 Benzo (g,h,i) pyrene 12.612 276 279 4.32 ppm 100 
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CONCLUSION 

It was concluded that Microalgae are potential useful biomass for large scale bio-oil production. GC/MS analysis 

conducted on the produced oil samples shows that the bio-oil produced from microalgae contain 50 different 

compounds such as hydrocarbons, alcohol and acids. 

NOMENCLATURE 

GC- Gas Chromatography 

MS- Mass Spectoscopy 

R.T- Retention Time 

TIC- Total Ionic Carbon 

PAH- Polyaromatic Hydrocarbon 
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AN INTELLIGENT NETWORK INTRUSION DETECTION SYSTEM USING 

MULTILAYERED TECHNIQUE 

B. I. Ele,   O. E.Ofem & D. O. Egete 

Abstract 

Network users, administrators, and security professionals continue to express grave concern over the 

slowness, accuracy, and high false alarm rates of current network security systems. As a result, immediate 

action is required to address these issues. Therefore, the goal of this study is to develop a more effective 

model of a network intrusion detection system for virtual local area networks using a multi-layered 

technique with radial basis functions (RBF) and support vector machines (SVM). The structured system 

analysis and design methodology (SSADM) was used in this study to design the security system. The 

designed system was successfully implemented using JavaScript and Python programming languages 

with the vue.js, node.js, and express.js frameworks and tested with the NSL-KDD dataset with virtual 

local area network. The developed system has a detection accuracy of 99% as compared to the existing 

individual RBF and SVM systems with 76% or 87% respectively. This system's ability to accurately and 

quickly identify network-based attacks will be crucial in limiting the actions of intruders. This study's 

outcome was an improved NIDS that would proactively address potential security vulnerabilities by 

reliably and effectively detecting attacks and security policy violations in virtual local area networks. As 

such, its use in the 21st-century security-conscious environment is inevitable. 

Keywords: Intelligent, Network, Intrusion Detection System, Radial Basis, Function, Support Vector 

Machine, Multilayered technique 

Introduction 

Network Intrusion Detection Systems (NIDS) are assigned the critical role of monitoring the security state of the 

network (Eleet al., 2016); therefore, the NIDS itself is a primary target of attack. The NIDS must be able to 

operate in a hostile computing environment and exhibit a high degree of fault-tolerance which allows for a 

graceful degradation. The strength of an intrusion detection system (IDS) is dependent on the robustness of the 

feature selection method (Joseph et al., 2023).IDS can be host or network-based subject to the source of data for 

attack detection and also signature or behavior-based subject to the method of intrusion identification 

(Ele&Mbam, 2014). Humans walking out with data on a memory stick or sharing proprietary information with 

social engineering hackers are also prone to insecurity, whereas network security, being a subset of 

cybersecurity, covers what that user does on the network itself. According to Ele&Mbam (2014), various sources 

of security threats for any network system are authenticity, access control, confidentiality, integrity, availability, 

and non-repudiation. Intrusion detection techniques are continuously evolving, with the goal of improving the 

security and protection of networks and computer infrastructures. Despite the promising nature of multi-layered 

based intrusion detection system, as well as its relatively long existence, there still exist several open issues 

regarding security. 

Network intrusion detection systems (NIDS) exist in varying forms and have several limitations on their 

performance and effectiveness. These limitations arise from problems associated with the traditional placement 

of the Network intrusion Detection Systems within any given network infrastructure.Despite the deployment of 

advanced security methodologies, there are still several loopholes that have not been filled. Data theft in 

industries is growing all over the world. Cybercrime is depressing trade and investor confidence on companies. 

Apart from economic loss, internet fraud, credit card fraud, insurance fraud, tax evasion, financial fraud, 
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securities fraud, insider attacks, money laundering and embezzlement, as well copyright and trade secret theft are 

constituting major problems to network systems. While it is not possible to keep industries completely from data 

theft, steps can be taken to protect industries from these potential harm and attacks. However, transmission of 

information over such networks can be compromised and security breaches such as virus, denial of service, 

unauthorized access prevail. This research proposes an effective multi-layered technique for augmenting the 

functionalities of network security technologies due to the fact that, irrespective of the type of access control 

being employed, attacks are still bound to occur. 

Several researches with respect to intrusion detection systems have used machine learning, data mining, decision 

tree, neural networks, clustering, and Bayesian parameter estimation techniques to detect any intrusive 

performances in the computer network (Kruegelet al., 2013; Wu et al., 2013; Bhavsar&Waghmare, 2013; Amor 

et al., 2014; Panda &Patra, 2017; Ektefaet al., 2020). 

The aim of this research is to develop an Intelligent Network Intrusion Detection System using a multi-layered 

approach that can detect and prevent intrusions and to integrate same on networks to secure them. This will 

provide a solution that can make the networked systems of industries secured from any potential threats and 

attacks.  

Methodology 

Both the prototyping methodology and the structured system analysis and design methodology (SSADM) were 

employed. Both methodologies were employed to bring out detailed description of the system as well as providing 

avenue for easy modification of the system as the need may arise in future and produce effective and efficient 

system. SSADM is suitable for analysing and designing large systems like the Multi-Layered Network Intrusion 

Detection System (MLNIDS) as it gives out a clearer view and representation of the modules, procedures, and 

functions with their respective relationships, and the representation of the objects (data and processes) as contained 

in the MLNIDS, as such giving the designers a complete analysis for the development of efficient system that meet 

specifications as contained in the specification documents. Prototyping methodology was adopted because of its 

suitability for building fast, better, cost effective, more reliable, and better quality system such as MLNIDS.  

Design of the New System 

The new system is designed using following tools: algorithm, flowchart, use case diagram, architectural 

framework, and dataflow diagram. 

Algorithm for the RBF + SVM model 

1. RBF Network Preprocessing: 

i) Use an RBF network as a preprocessing step to transform the input data into a higher- 

dimensional space where it is more linearly separable; and  

ii) Train the RBF network using the data and adjust its parameters such as number of neurons and 

spread to effectively capture the underlying patterns in the data. 

2. Feature Extraction: 

i) Extract features from the output of the RBF network. These features represent the transformed data in 

the higher-dimensional space. 

3. SVM Training: 
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i) Use the extracted features as input to train an SVM classifier; and 

       ii) Choose an appropriate kernel for the SVM, such as linear, polynomial, or RBF kernel, depending 

on the nature of the problem and the characteristics of the data. 

4. Model Evaluation: 

i) Evaluate the combined RBF-SVM model using standard evaluation metrics to assess its performance 

on a validation dataset. 

    ii) Fine-tune hyper-parameters as needed to optimize performance. 

5. Detection: 

i) Given new input data, preprocess it using the trained RBF network. 

   ii) Extract features from the RBF-transformed data. 

  iii) Use the SVM classifier to predict the class label or outcome for the input data. 

6. Post-processing: 

i) Apply any necessary post-processing steps, such as threshold adjustment or probability calibration, to 

refine the model's predictions. 
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Figure 1: Flowchart of the New Security System 
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The use of case diagram (Fig.2) indicate that the user (attacker)monitor the network performance and 

send network request to the server which is then intercepted by the proxy-server to determine whether or 

not it is a valid request. The admin monitors the users to see where malicious request originates and can 

then decide to block or filter such a user. 

 

 

Figure 2: Use Case Diagram of the New System 
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Figure 3: Architecture of the New Security System 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Architecture of the New System 

Figure 3 represents a “3” layer system where each layer in itself is a sub intrusion detection module using 

different machine learning technique which is specially trained to identify intrusions, for instance the 

denial of service (DoS)attacks remote to user, user to root and probing  attacks. These sub-systems are 

then deployed consecutively in sequence, which will help to detect attacks effectively. 

Figure 3: Architectural Framework of the New Security System 
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Figure 4: Overall Data Flow Diagram of the New Security System 

Figure 4 is the overall data flow diagram of the new security system. The overall data flow diagram 

explains the flow of data in the system in detail, and all the key procedures of the system, their inputs or 

outputs are depicted.  

Results and Discussion 

Results 

A multi-layered network intrusion detection system (MLNIDS) using radial basis functions (RBF) and 

support vector machine (SVM) was developed as a web application and is thus presented (Fig. 5 to 7).The 
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web application starts by showing a list of all the network cards present in the target device and allows 

one to monitor network traffic based on specific network device (Fig. 7). In order to test out different 

attacks for the purpose of experimentation and evaluation, there is a provision in the code that enables a 

network administrator launch an attack on the target system. Observe that in displaying the attacks, the 

system also displays the time, IP address and type of attacks. 

 

Figure 5: Main Interface of the New System 
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Figure 6: Interface showing list of all network cards 

 

Figure 7: An interface showing the date/time, type of attack and IP address 
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The Result of the machine learning run (as well as the Web Graphical Interface output) can be seen in 

Figs. 5, 6, 7, and 8. 

 

Figure 8: A bar chart showing detection level of the various techniques 

The bar chart in figure 8 shows in groups of bars how the RBF, SVM, and RBF + SVM 

algorithms detect network intrusion. As showed in each bar group, the Blue represents the combined 

algorithm while the Red and Green represents RBF and SVM respectively. The bar chart shows that the 

combined algorithm is more effective in detecting network intrusions compared to individual RBF and 

SVM algorithms. 

9.2 Discussion 

Based on the network services included in the NSL dataset, the results in this study was 

calculated and examined using the new multi-layer model (RBF+SVM). The Bar charts show that the 

bulk of daily network usage uses the http(s) network protocol, which contributes to a significant amount 

of malware infections. A close examination of the charts also reveals that assaults are also being made 

against other types of network traffic. This suggests that several avenues are being looked for by attackers 

to access a user's system (some of which succeed, some of which fail). 

From a network administrator's standpoint, the combination of protocol, flag, and service ought to 

provide a wealth of information about the type of traffic we have. However, we can better understand 

how the new multi-layer machine learning model anticipated the assaults across the various types of 

network traffics if we additionally take into account the length of a connection and the volume of data in 

that connection. In the course of the analysis, it was discovered that the multi-layer approach to network 

intrusion detection makes it easier to identify and isolate various kind of network intrusions. 
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Based on the evaluation of the system, the radial basis function (RBF) has a detection accuracy of 

87%, the support vector machine (SVM) has a detection accuracy of 76% and the hybrid model 

(RBF+SVM) has a detection accuracy of 99%, which implies that the new system perform better 

compared to the individual RBF and SVM. 

10. Conclusion 

          This study focused on the development of a multi-layered network intrusion detection system 

(MLNIDS) for virtual local area networks.In this study, the suitability of radial basis functions (RBF) 

network, support vector machine (SVM) and layered framework for building robust and efficient model 

of intrusion detection system for virtual local area networks was examined. In particular, layered 

framework was introduced and a multi-layered network intrusion detection system was developed and 

implemented which addresses the critical problems identified in section 2 that severely affect the large 

scale deployment of present intrusion detection systems in virtual local area networks. 

 The study observed that layered framework can be used to build efficient intrusion detection 

systems. In addition, the framework offers ease of scalability for detecting different variety of attacks as 

well as ease of customization by incorporating domain specific knowledge. The framework also identifies 

the type of attack, hence, specific intrusion response mechanism can be initiated which helps to minimize 

the impact of the attack. 

 In this study, the multi-layered approach was compared with some well-known methods and 

found that most of the present methods for intrusion detection fail to reliably detect denial of service 

attacks, root to local attacks and user to root attacks, while the integrated system developed in this study 

can effectively and efficiently detect such attacks. The developed system can help in identifying an attack 

once it is detected at a particular layer, which expedites the intrusion response mechanism, thus 

minimizing the impact of an attack. Finally, the developed system has the advantage that the number of 

layers can be increased or decreased depending upon the environment in which the system is deployed, 

giving flexibility to the network administrators and security professionals. 
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The effects of plant extracts on the proximate composition of Bonga Shad (Ethmalosa fimbriata) in Marian 
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Abstract 

This study investigates the impacts of garlic and Moringa extracts on the proximate compostion of dry Bonga Shad. 

Dry Bonga Shad is widely consumed in many regions of West Africa, including Nigeria. The proximate 

composition of fish, including carbohydrate, moisture, protein, ash and fat, plays a significant role in determining its 

nutritional quality and value. Various plant extracts are known for their potential to influence the composition of 
food products due to their bioactive compounds. In this research, moringa and garlic extracts were applied to dry 

bonga shad to assess its effects on its proximate composition. Proximate analysis revealed that Garlic and Moringa 

extracts induced a significant reduction in moisture content, with mean values of 9.77±0.21% and 8.50±0.10%, 

respectively, compared to the control group's 10.33±0.15%. This reduction aligns seamlessly with practical 

observations of diminished mold infestation, particularly pronounced in the Moringa group. Protein, ash, and fat 

contents significantly increased (p<0.05) in treatment groups compared to the control group. The study suggests that 

Moringa and garlic extracts can be used in dry fish preservation as well as in enhancing the nutritional composition, 

thereby extending shell life. 

Introduction 

In a country with a diverse aquatic ecosystem, fish has long been a staple food, and the practice of drying fish has 

served as a traditional preservation method for centuries. The popularity of dried fish in Nigeria stems not only from 

its cultural significance but also its practicality. The drying process allows fish to be stored for extended periods 

without the need for refrigeration, making it a convenient food choice in areas where reliable electricity and 

refrigeration facilities are limited (Okafor, 2017). The quality of dry fish can be affected by storage and processing 

method.  Plants extracts have shown to have preservation properties, but their impacts on dry fish composition is 

unknown. 

 Thestudy area 

Calabar Metropolis is located in south-south Nigeria near the coast of the Gulf of Guinea. Its coordinates are 

latitudes 4°54'30"N & 4°95'00"N and longitudes 8°19'30"E & 8°21'00"E (Fig. 1). The city lies along the Calabar 

River, (8km) upstream from that river entrance into the Cross River estuary; it is watered by the Calabar River, the 

Great Kwa River and the Creeks of the Cross River (World Atlas, 2023). 

Materials and Method 

Materials 

Samples of dry Bonga shad were bought from fish sellers at Marian. Samples were immediately put into plastic 

containers. Other   materials used for this experiments include; extracts of Moringa and garlic. 

Laboratory studies 

The study took place within 30 days of administering the plant extracts on the Bonga Shad specimens. The 
application of different concentrations (0 g/ml, 20 g/ml, 40 g/ml, 60 g/ml, 80 g/ml, and 100 g/ml) of plant extracts 

was carried out using a plastic spray bottle. The treated Bonga Shad specimens were subjected to sun drying and 

subsequently placed in individual petri-dishes. Thereafter, a subset of the control and treated Bonga Shad specimens 

was homogenized by grinding them into a fine powder (Plate 1).  

Determination of moisture content 

The moisture content determination involved several sequential steps. Initially, the empty dish and lid were 

subjected to a 3-hour drying period in an oven set at 105°C. Following this, the dried dish and lid were carefully 

transferred to a desiccator to cool, and their combined weight was recorded. Subsequently, approximately 3 grams of 
the sample were weighed and evenly spread within the dish. The dish containing the sample was then placed in the 

oven and subjected to a 3-hour drying process at 105°C. After completion of the drying phase, the dish with its lid 

partially covered was promptly moved to the desiccator to cool. Upon cooling, the dish, along with its now-dried 
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sample, was reweighed to determine the final weight. This procedure allowed for the accurate determination of the 

moisture content in the sample, following the established AOAC (2000) guidelines. 

+ 

Plate 1: Ground fish samples for proximate analysis. (Source: This study) 

𝑀𝑜𝑖𝑠𝑡𝑢𝑟𝑒 (%)  =  (
𝑊1−𝑊2

𝑊1
)  ×  100        1 

where:  

W1 = weight (g) of sample before drying 

W2 = weight (g) of sample after drying 

Determination of protein content 

The analysis procedure involved the following steps. Initially, a sample weighing between 0.5 to 1.0 grams was 

carefully placed into a digestion flask. Subsequently, 5 grams of Kjeldahl catalyst and 200 milliliters of concentrated 

sulfuric acid (H2SO4) were added to the flask. A tube containing the same chemicals as above, excluding the sample, 

was prepared to serve as a blank reference.  The flasks were positioned in an inclined manner, and gentle heating 

ensued until frothing ceased. The solution was then brought to a brisk boil, continuing until clarity was achieved. 

Following this, the solution was allowed to cool, and 60 milliliters of distilled water were cautiously added. 

The next step involved connecting the flask to the digestion bulb on the condenser, with the condenser tip immersed 

in standard acid and 5-7 drops of mixed indicator in the receiver. The flask was rotated to thoroughly mix the 

contents, and heating was applied until all ammonia (NH3) was distilled. Upon completion of the distillation process, 

the receiver was removed, the condenser tip was washed, and the excess standard acid distilled was titrated using a 

standard solution of sodium hydroxide (NaOH). This series of steps, executed meticulously, formed the basis for the 

analysis, providing valuable insights into the composition of the sample. 

Determination of ash content (AOAC, 2000) 

The ash content determination involved a systematic set of procedures. Initially, the crucible and its lid were placed 
in a furnace and subjected to an overnight heating at 550°C to eliminate any impurities on their surfaces. 

Subsequently, the heated crucible was allowed to cool in a desiccator for 30 minutes, ensuring a stable temperature. 

Following cooling, the crucible and its lid were precisely weighed to three decimal places. Approximately 5 grams 

of the sample were then carefully measured and placed into the crucible. The crucible, with the lid partially covered, 
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was heated over a low Bunsen flame until fumes ceased to be produced. Once this stage was reached, the crucible 

and its lid were transferred back to the furnace. 

The subsequent step involved heating the crucible at 550°C overnight, with a crucial note not to cover the lid during 

this process. After complete heating, the lid was placed to prevent the loss of fluffy ash. The cooled crucible, along 

with the lid, was then weighed when the sample had transformed into a gray ash. If this transformation did not 

occur, the crucible and lid were returned to the furnace for further ashing. This methodical approach ensured 

accurate determination of the ash content in the sample, adhering to the established AOAC (2000) guidelines. 

𝐴𝑠ℎ (%)  =  
𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑎𝑠ℎ

𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
 ×  100        2 

Determination of fat content 

The extraction process was carried out following a meticulous set of steps. Firstly, the bottle and its lid were placed 

in an incubator at 105°C overnight to ensure stability in the bottle's weight. After this preparatory step, 

approximately 3-5 grams of the sample were carefully weighed and wrapped in a paper filter. The weighed sample 

was then transferred into an extraction thimble and subsequently placed into a soxhlet apparatus. About 250 

milliliters of petroleum ether were added to the bottle, which was positioned on a heating mantle. The soxhlet 
apparatus was connected, and water was turned on to cool the system. Following this, the heating mantle was 

switched on, and the sample was heated for approximately 14 hours, maintaining a heat rate of 150 drops per 

minute. 

Once the heating process was complete, the solvent was evaporated using a vacuum condenser. The bottle 
containing the sample was then incubated at 80-90°C until the solvent was entirely evaporated, ensuring the bottles’ 

complete dryness. After this drying phase, the bottle, with its lid partially covered, was transferred to a desiccator to 

cool. Upon cooling, the bottle and its dried content were reweighed to determine the final weight. This systematic 

approach ensured a thorough extraction process, providing reliable results for further analysis. 

𝐹𝑎𝑡 (%)  =  
𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑓𝑎𝑡

𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
 ×  100        3 

Determination of crude fiber 

To determine the crude fiber content of the sample, a procedure was followed with precision and care. Initially, 5.0 

grams of the sample was combined with 200 milliliters of 0.25M sulfuric acid, and the mixture was heated for 30 

minutes. Subsequently, the resulting solution was filtered using a Buchner funnel. The residue obtained was 

thoroughly washed with distilled water until it was free from acidity. 

Following this, a solution of 0.3M hydrochloric acid (HCl) was utilized to boil the residue for an additional 30 

minutes. After filtration, the residue was washed with distilled water until it became free from alkalinity. A 

subsequent rinse with 10% HCl and two rinses with ethanol were carried out. To conclude, the residue underwent 

three rinses with petroleum ether. The purified residue was then placed in a crucible and dried at 105 °C in an oven 

overnight. 

After cooling in a desiccator, the residue was subjected to ignition in a muffle furnace at 550 °C for 90 minutes, 

resulting in the formation of ash. This ash was carefully washed. The percentage of crude fiber was determined 

using the following formula: 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐶𝑟𝑢𝑑𝑒 𝐹𝑖𝑏𝑒𝑟 =  (
𝐿𝑜𝑠𝑠 𝑖𝑛 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑛 𝑖𝑔𝑛𝑖𝑡𝑖𝑜𝑛

Weight of sample
) ×  100     4 

Statistical analysis  

The results of the experiment were analyzed using descriptive statistics. ANOVA and means were separated using 
Duncan’s Multiple Range Test (DMRT) at p < 0.05. All analysis was carried out using Statistical Product for 

Service Solution (SPSS ver. 20). 

Results  

Impact of plant extracts on the proximate composition of Bonga Shad 
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The investigation into the proximate composition of Bonga Shad (Table 1), underscores the distinct effects of 

Moringa and Garlic extracts on nutritional quality. Including specific result values helps highlight how much these 

extracts change the nutritional quality. Specifically, the application of plant extracts resulted in substantial 

reductions in moisture content compared to the control group. The mean values with different letters denote 

significant differences between columns (P < 0.05).  

Notably, Garlic (9.77%) and Moringa (8.50%) demonstrated a significant decrease in moisture content compared to 

the control (10.33%; P < 0.05), indicative of effective moisture reduction. This reduction in moisture content is 

further supported by practical observations, notably the substantial decrease in mold infestation observed in the 

Moringa and Garlic groups compared to others (Plate 8). More so, Moringa and Garlic extracts exhibited a 
substantial impact by significantly increasing the protein content compared to the control and Neem groups. For 

instance, Garlic (56.30%) showed a significant increase compared to the control (46.63%; P < 0.05).  

The application of Moringa and Garlic extracts contributed significantly to higher ash content in Bonga Shad 

compared to the control. The statistical significance between columns (P < 0.05) emphasizes the distinctive 
influence of these extracts on the ash composition. Notably, Garlic (3.98%) and Moringa (3.96%) showed a 

significant increase compared to the control (3.03%; P < 0.05). 

TABLE 1 

Proximate Composition of Bonga Shad treated with plant extracts 

Plant Extract 

Indices Control  Moringa extract Garlic extract 

Moisture 10.33±0.15ab  8.50±0.10c 9.77±0.21b 

Protein 46.63±0.15a  54.10±0.20b 56.30±0.26c 

Ash 3.03±0.02a  3.96±0.01b 3.98±0.01b 

Fat 10.90±0.26a  12.83±0.12c 11.87±0.25d 

Carbohydrate 29.47±0.21a  20.72±0.10c 17.57±0.15d 

Values are means±SD; mean values with different letters between columns are significantly different at P<0.0 

DISCUSSION 

The study demonstrates that Moringa, and garlic extracts can be used to modify the proximate composition of dried 
Bonga Shad. Significant reductions in moisture content were observed across all extract groups compared to the 

control, in line with previous studies highlighting the efficacy of various plant extracts, including Moringa, in 

reducing moisture and preventing mold growth in dried fish. Notably, Moringa (8.50%) and Garlic (9.77%) 

exhibited superior moisture reduction compared to the control (10.33%), aligning with earlier research by Rasulet al. 

(2022)showcasing Moringa's efficacy in this regard. Practical observations of reduced mold infestation in the 

Moringa group further support the link between moisture reduction and mold prevention, underscoring the potential 

practical applications of Moringa extract in dried fish preservation. 

Moringa and Garlic extracts contributed to a significant increase in protein content compared to the control group. 

This aligns with previous studies reporting on the protein-preserving properties of certain plant extracts. Notably, 

Garlic exhibited the highest protein content (56.30%), surpassing Moringa (55.22%). Moringa and Garlic extracts 

led to a significant increase in ash content compared to the control group. While an increase in ash content may not 

directly affect nutritional value, it could indicate potential mineral enrichment from the extracts, suggesting an 

avenue for further investigation. Both Moringa and Garlic extracts resulted in a significant increase in fat content 

compared to the control group. The mechanism behind this increase could involve the extracts inhibiting fat 

oxidation or promoting fat retention during drying. While moderate fat content is desirable for taste and texture, 

excessive increase may impact shelf life, necessitating further exploration. 

Moringa extracts led to a significant reduction in carbohydrate content compared to the control and Garlic groups. 

This reduction could be attributed to the extracts promoting carbohydrate utilization during drying or interacting 

with specific carbohydrate components in the fish muscle. Lower carbohydrate content may contribute to extended 

shelf life by reducing sugar availability for microbial growth. 
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The present study illuminates the significant impact of plant extracts on the proximate composition of Bonga Shad, 

with each extract exerting distinct effects on various components. These findings align with and extend existing 

knowledge on plant extract use in dried fish preservation. Future research avenues should prioritize optimizing 

extract concentrations and combinations to achieve a balanced effect on moisture reduction, protein preservation, 

and minimal fat increase. Investigating the underlying mechanisms of different extracts on specific proximate 
components and evaluating the long-term impact on sensory properties, shelf life, and nutritional value will further 

refine the application of plant-based extracts for effective and sustainable dried fish preservation, ultimately 

contributing to improved food security and healthy food choices. 

CONCLUSION  

The impact of plant extracts on the proximate composition of Bonga Shad indicates significant alterations in 

moisture, protein, ash, fat, and carbohydrate content. Practical observations, such as the reduced mold infestation in 

the Moringa group further support the quantitative findings. 

Moringa and garlic extracts can be used as natural preservations to improve the quality of dry fish, it also revealed 

that plant extracts can positively influence the nutritional composition of preserved fish. Further research can 

optimize extract’s industrial application. 

 

Plate 2: Jelly-like plant extracts from Moringa and Garlic 

Source: This study 
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100 g/mil 80 g/mil 60 g/mil 40 g/mil20 g/mil              Control 

Plate 3: Experimental setup for both the experimental groups and the control in triplicates (Source: This 

study) 
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Abstract 

In this work, the problem of estimating a finite population mean on the current occasion based on samples drawn 

over two occasions has been considered. A new estimator was proposed to estimate the population mean on the 

current occasion, using only the matched part and only one auxiliary variable, which is available on both occasions. 

The bias and mean square error was obtained.  Another estimator, which is a linear combination of the means of the 

match and the unmatched portions on the second occasion, was also proposed. The optimum mean square error of 

this combined estimator was compared with several other estimators. 

Keywords: Successive sampling, auxiliary variable, optimum replacement policy, mean square error, bias. 

 

1. Introduction 

In repetitive surveys for estimating the same characteristic at different points in time, it is possible to use the 

information collected on the previous occasion to improve upon the conventional estimator for the current period. 

The method of sampling units on successive occasions consists in selecting samples of the sample sizes on different 

occasions such that some units are common to samples selected on previous occasions. The main objective of 

successive sampling is to estimate the population parameter for the most recent occasion as well as changes in the 

parameters from one occasion to the next. The theory of successive sampling was initiated by Jessen (1942), 

followed by Patterson (1950) who extended the work from two occasions to more. Furthermore, Okafor and Arnab 
(1987), Tracy and Singh (1999), Singh (2005), Sharma and Kumar (2021), Ralte and Das (2015) and Shabbiret 

al.(2005), among others, have suggested several estimators by using the auxiliary information for estimating the 

population mean on the current occasion. 

2. Notationsand Some Existing Estimators 

Suppose we have a finite population with size N.For simplicity, we assume that N is so large that finite population 

correction can be ignored. Let the characteristic under study on the first and second occasions be denoted by X and 

Y respectively. Also, let’s assume that the information on an auxiliary variable Z is available on both occasions. Let 

a simple random sample of size n be drawn without replacement on the first occasion of which a subsample of size 

m = nλ, (0<λ>1), is retained (matched) for use on the second occasion. Again, at the current occasion, we draw a 

simple random sample (without replacement) of size u = n-m = nµ(0<µ<1)units from the remaining (N-n) units of 

the population so that the sample size on the second occasion is also n. λ and µ are the fractions of matched and 
fresh samples at the current occasion respectively, such that µ + λ = 1. Thus, the size on the second occasion is also 

n= nλ + nµ . Let: 

Z = Population mean of the auxiliary variable Z 

nz = Sample mean of the auxiliary variable Z based on a sample of size n drawn on the first occasion. 

m
y = Sample mean of the study variable Y based on m units common to both occasionsand observed on the second 

occasion 

mx  = Sample mean of the study variable X based on m units common to both occasions and observed on the first 

occasion 

uz = Sample mean of the auxiliary variable Z based on u units drawn on the second occasion 

nx = Sample mean of the study variable X based on n units drawn on the first occasion 

uy = Sample mean of the study variable Y based on u units drawn on the second occasion 

xy = The correlation coefficient between the variables X and Y 

mailto:agbebiacatherine6@gmail.com
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xz =The correlation coefficient between the variables X and Z 

yz = The correlation coefficient between the variables Y and Z 

xS
, yS and 

zS are variances of X, Y and Z respectively and  

zC xC  and yC are the coefficients of variation of the respective variables. 

Consider the following estimators under successive sampling: 
(i) The usual mean estimator 

T1 = y   
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(ii) Cochran (1977) Estimator 
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(iv) Ralte and Das (2015) Estimator 

)(44)(444 )1( um TTT   

Where   )(4)(4 ,)( u

n

mnxzm

m

m

m T
z

Z
zzbx

x

y
T  Z

z

y

u

u  and  

 2

4

1

2

1

1

40

1

2

1

1

21

1

4
)(

)(
)(

o

opt
n

TVar







 ,       (4) 

)2(

),2(,,,,

221

2221221111

2

111

1

ZYYZZ

YXYZXXZY

CCCYC

CCCYBCYACBCA
XZ








 

 

)12)(1(

)12)(1()1(2)1(2)1(2
40






XZYZXZ

XZYZXZYZYZXZ




  

(v) Tracy and Singh (1999) Estimator    
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(vi) Shabbiret al. (2005) Estimator 
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w1 +w2=1, b1 and b2 are sample regression coefficients of y on x and y and z respectively for matched 
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i
, i=2, 3, 4, 5, 6 are unknown constants that are to be estimated later and oi

, i=3, 4, are optimum values 

of 


(fraction of a sample to be taken afresh at the second occasion) 

 

3. Proposed Estimator 
Motivated by Ralte and Das (2015) and Shabbiret al. (2005), we propose a ratio-to -regression-to-exponential 

estimator for the population mean Y  on the second occasionwhich is based on a sample of size m common to 

both occasions given by: 
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The bias and mean square error of the proposed estimator Tp(m) up to the second order of approximation is 

obtained as follow: Let 
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Suppose terms having order higher than two in e are negligible, then we express equation (7) as: 
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Thus, assuming N  is large that the finite population correction is ignored, we have 



 

168 
 

     




































842

111
1

22

22

11)(

zzyz

xxyxyxmp

CCC
CC

n
CC

nm
YYTBias   (8) 

The mean square error to the first order of approximation is given by: 

   

        

    

     

  















































)(

)(2)(2)
2

(12

)(12)(12)
4

()(

)()()(2)(
2

2)(2

)()()(121

211

211

2

2111

2

11

2

211

2

2

1

2
2

1

2

22

1

2

2121

22

1

22

1

22

21

22

21211

2

1

2

2

)()(

znnx

xnymxmxn

zn

ymxm

zn

znym

ymxmznxmymxm

zn

xmym

xmxnxn

mpmp

eeEXYY

eeEXYYeeEXY
e

EY

eEYeEXYY
e

EYeeEY

eEYeeEXYeeEXYeE
e

YeeEY

eEXYeEXYeEXYYY

YTETMSE











 

 

 

    












































































































2
2

2

22

21

1

2
2

2

222

1

2

111111
2

22
4

11
2

11
1

xxxyxxy

xyxzx

z

xyxy

C
nm

XCC
Nm

CC
Nn

XY

YCCC
C

Nn
CCC

Nm
YY





 

Therefore, the mean square error of Tp(m) is given as:
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Substituting the values of 
21  and into equation (9) and simplifying, we get the minimum mean square error 

of Tp(m) as: 
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Following Shabbiret al. (2005), another estimator based on the unmatched portion of the sample is: 
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Combining the estimators Tp(m) and T6(u), the resultant estimator of the population mean Y is 
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Where p
 is an unknown constant to be determined under certain criterion. 

The bias and mean square error up to the first order of approximation are given by: 
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Differentiating (17) with respect to p , we get the optimum value of p  as: 
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Then, substituting p  into equation (17), the minimum mean square error of T6p is: 
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simplifying, we get the minimum mean square error of pT6 as 
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For simplification, equation (20) can also be expressed as: 
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4. Optimum Replacement 

Now, we will determine the optimum fraction of the sample to be taken afresh in the second occasion that 

is µ, such that the population mean is determined with maximum precision. To achieve this, we minimize (21) with 

respect to µ. This gives us a polynomial of degree four as: 
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µ exists in the quadratic equation
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2 4   . Although, there are four possible 

values of µ, the admissible value must be the lowest value of µthat satisfies the condition: 10 
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Substituting the admissible value of µ say o



  into equation (21), we get the optimum value of the mean square 

error as: 
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5. Efficiency Comparison 

In order to compare the efficiency of the proposed estimator with respect to: (i) the usual mean estimator,T1(ii) 

Cochran’s (1977) estimator T2(iii) Singh’s  (2005) estimator T3(iv) Ralte and Das (2015) estimator T4 (v) Tracy and 

Singh’s (1999) estimator T5and (vi) Shabbiret al. (2005) estimator T6, using a real life approach, a data from United 

Nations (UN) 2003 and 2004 was considered. 

Data 1: We define: 

Y= Country wise calories average supply per capita per day in 1999 

X= Country wise calories average supply per capita per day in 1989 

Z= Country wise proteins average supply per capita per day in 1999 

Data 2: Let 

Y= Country wise cellular mobile telephone subscribers in 2002 

X= Country wise cellular mobile telephone subscribers in 2001 

Z= Country wise population in 2002 
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Table 1:Input data  

Notation Data 1 Data 2 Notation Data 1 Data 2 

N N  151 150 2

yS  254320.50 4.7606 E+14 

n 50 50 2

zS  479.37 1.7973 +16 

m 25 25 
xC  2.3028 E+00 6.3523E+00 

u 25 25 
yC  1.8630E-01 3.9983E+00 

X  
2651.53 4375893.4 

zC  2.9292E-01 3.9466E+00 

Y  
2706.98 2706.98 

xy  0.9679 0.9904 

Z  
74.75 33969160.7 

yz  0.8986 0.7149 

2

xS  372813.80 3.0012 E+14 

xz  0.7006 0.6515 

 

Table 2: Mean Square Error of Estimators 

 MSE 

Estimator  Data 1 Data 2 

T1 5086.41 9.5212E+12 

T2 4172.18 5.4198E+12 

T3 1280.14 9.51018 +12 

T4 2599.82 9.51511E+12 

T5 3544.05 5.2535E+12 

T6 976.51 3.4259E+12 

T6p 471.73 7332532.4 

By using Table 2, the percentage relative efficiencies of the various estimators are defined by: 
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Table 3: Percentage Relative Efficiencies of Estimators 

Estimator % Relative Efficiency (%RE) 

Data 1 Data 2 

T1 100 100 

T2 121.9125253 175.6743791 

T3 397.332667 100.1159142 

T4 195.644723 100.063974 

T5 143.519702 181.2353669 

T6 520.7697269 277.9182113 

T6p 1078.25614 

 

129848727.3 

 

 

6. Conclusion 

In this work, we proposed a new estimator in two occasion successive sampling for estimating the population mean 

of the study variable on current occasion using a single auxiliary variable. The properties (the bias and mean square 

error) of this estimator was obtained. Using a real life data, from table 2 and 3, theoptimum mean square error of the 

proposed estimator was compared with that of (i)the usual mean estimator (ii) Cochran 1977 estimator (iii) Singh 
(2005) estimator (iv) Tracy and Singh (1999) estimator (v) Shabbiret al. (2005) Estimator and (vi) Ralte and Das 

(2015) Estimator. From this empirical results, it was concluded that the proposed estimator is more efficient in the 

estimation of the population mean than the other six already existing estimators. 
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Abstract 

Given the influence of volatile organic compounds on human health, there is an urgent need for the removal of such 

chemicals from the environment, which calls for the design of materials for the removal of such substances from the 

environment. This study provides a detailed analysis on the sensitivity, selectivity, conductivity, and adsorption 

abilities of metal-doped zeolites (Ni, Zn, Fe) towards volatile organic compounds such as toluene, xylene, and 

formaldehyde. Employing density functional theory (DFT) computational techniques, the electronic and structural 

properties of these systems were thoroughly investigated. Frontier molecular orbital (FMO) analysis revealed that 

Fe-Zif-HCHO and Zn-Zif-HCHO, with the lowest energy gaps of 2.6643 eV and 3.2537 eV respectively, are likely 

to be more reactive in the case of formaldehyde, whereas Ni-Zif-Tol (3.5247 eV) and Ni-Zif-Xy (3.5054 eV) are 

likely to be more reactive towards toluene and xylene. Zn-Zif-Xy, on the other hand, has the highest total energy gap 

of 5.3381 eV, indicating greater stability and reduced reactivity. Natural bond orbital (NBO) analysis showed that 

Zn-Zif-HCHO had the highest stabilization energy for formaldehyde (240.23 kcal/mol), while Zn-Zif-Tol had the 

highest stabilization energy for toluene (212.00 kcal/mol). Ni-Zif-Xy had the highest total perturbation energy, 

measuring 363.80 kcal/mol, suggesting excellent stabilization and high reactivity within the system. The adsorption 

study revealed that Ni-Zif-HCHO is the best sensor material for formaldehyde (HCHO) detection, Fe-ZIF-Tol was 

the best at sensing toluene gas, and Zn-ZIF-Xy was the most effective at sensing xylene. Notably, the zinc-doped 

zeolite (Zn-Zif) demonstrated outstanding sensing capabilities for two out of the three VOCs tested, making it a 

highly versatile sensor material. This research highlights the potential of metal-doped zeolites in environmental 

applications, particularly for the adsorption and detection of VOCs. The findings contribute to the understanding of 

the electronic and structural factors governing the adsorption properties of zeolite-based materials, paving the way 

for the development of more efficient and selective adsorbents for environmental remediation. 

Keywords:Metal-doped zeolites, DFT, Adsorption, Volatile organic compounds (VOCs) 

 

1.0 Introduction: 
Volatile organic compounds (VOCs) are carbon-based compounds that evaporate easily at room temperature, originating from 
both natural sources—like plant emissions (Khatib & Haick, 2022), marine environments, and wildfires—and human activities, 

including industrial processes, transportation, and residential habits. (Hoque, 2023) VOCs are particularly concentrated in urban 

and industrial areas, leading to significant health impacts based on exposure levels and individual susceptibility. Short-term 

exposure to high VOC concentrations can cause headaches, dizziness, and respiratory issues, while prolonged exposure 

(Zolghadriet al., 2023) is linked to severe health problems such as immune dysfunction, neurological disorders, and cancer, 

particularly in vulnerable groups like children and the elderly. 

Zeolites, crystalline aluminosilicates with unique adsorption, ion-exchange, and catalytic properties, are frequently used in 

environmental applications, including the removal of heavy metals and organic pollutants from water and soil (Rathiet al., 

2024). This study employs density functional theory (DFT) to model metal-doped zeolite structures (Zn, Ni, Fe), examining how 

metal doping affects their structural and adsorption properties. Key analyses include frontier molecular orbitals (HOMO-

LUMO), electronic transport, and Bader's QTAIM to understand sensor sensitivity and conductivity shifts upon gas adsorption 

mailto:basseyinah058@gmail.com
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(Javed et al., 2024). These insights advance our understanding of doped zeolites’ electronic properties and their potential as 

VOC sensors. 

2.0 Computational details:  

The computational calculations were conducted using GaussView 6.0.16 and Gaussian 16. Geometry optimization and energy 

calculations utilized Density Functional Theory (DFT) with the B3LYP method and LanL2DZ basis set. Bond lengths before 
and after adsorption were analyzed to understand changes in bond strength, key to assessing sensor behavior. Frontier molecular 

orbital analysis was performed on the optimized geometry using Koopman’s approximation (Linscottet al., 2023). Additionally, 

Non-Covalent Interactions (NCI) and Quantum Theory of Atoms in Molecules (QTAIM) analyses were applied at the same 

theoretical level to enhance non-covalent interaction accuracy and explore inter-atomic interactions, using the NBO 3.0 

integration and Multiwfn 3.7. HOMO-LUMO visualizations were generated in Chemcraft, while adsorption energies were 

calculated as:   

EADS= ECOMPLEX - (EADSORBATE + EADSORBENT)        1 

3.0 Results and discussion 

3.1 Geometry optimization: 

Assessing the adsorption capabilities of metal-doped zeolites, the optimized structures of these zeolites with gases 

are presented in Figure 1 (supporting information). Bond lengths before and after adsorption (Table 1) reveal notable 

changes, indicating structural shifts upon gas interaction. For Fe-ZIF-8-HCHO, bond lengths varied, with Fe25-O9 

increasing from 1.826 Å to 1.832 Å and Ga1-H19 from 1.554 Å to 1.555 Å, while P6-O8 decreased from 1.633 Å to 

1.624 Å. Similar trends were observed in Ni-ZIF-8-HCHO, where Ni25-O9 increased from 1.841 Å to 1.886 Å, 

indicating bond stretching and stronger adsorption interactions. 

In Zn-ZIF-8, all selected bonds lengthened slightly, such as Zn25-O7 from 1.917 Å to 1.932 Å. Fe-ZIF-8-tol and Zn-

ZIF-8-tol showed minimal bond length changes, suggesting stable adsorption. In Ni-ZIF-8-xy, increments in bonds 

like Ni25-O9 (1.841 Å to 1.863 Å) suggest stronger adsorption interactions, while Zn-ZIF-8-xy showed variability, 

with Zn25-O7 increasing to 1.949 Å, hinting at enhanced gas-zeolite interaction and minor structural adjustments. 
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Figure 1A, B: Optimized structures of the doped metal zeolites and the gases calculated at 

DFT/B3LYP/LanL2DZ basis set 

 

Table 1:Observed bond lengths of the chosen bonds in doped metal zeolites both before and after 

formaldehyde, toluene, and xylene were adsorbed. 

BEFORE AFTER 

Systems Bonds Bond lengths(Ǻ) Systems Bonds Bond lengths(Ǻ) 

FE-ZIF-8 

Fe25-O9 1.82628 

FE-ZIF-8-HCHO 

FE25-O9 1.83201 

P6-O8 1.63337 P6-O8 1.6248 

P13-O9 1.6883 P13-O9 1.68397 
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Ga1-H19 1.55478 Ga1-H19 1.55574 

    Ga16-O29 2.5568 

FE-ZIF-8 

FE25-O9 1.82628 

FE-ZIF-8-TOL 

FE40-O9 1.87512 

GA14-O15 1.79836 FE40-H34 2.55312 

P6-O17 1.64015 GA14-O15 1.79583 

GA1-O3 1.78484 P6-O17 1.63946 

    GA1-O3 1.78724 

FE-ZIF-8 

Fe25-O9 1.82628 

FE-ZIF-8-XY 

FE25-O9 1.8843 

P13-O15 1.66385 FE25-C27 2.69895 

Ga16-H21 1.55473 P13-O15 1.66898 

P12-H24 1.43504 Ga16-H21 1.55758 

    P12-H24 1.43664 

NI-ZIF-8 

Ni25-O9 1.84138 

NI-ZIF-8-HCHO 

NI25-O9 1.88692 

Ga16-H21 1.55373 Ga16-H21 1.55555 

P13-O9 1.70616 P13-O9 1.6951 

P2-O4 1.63549 P2-O4 1.63361 

    Ni25-O29 1.9448 

NI-ZIF-8 

NI25-09 1.84138 

NI-ZIF-8-TOL 

NI25-O9 1.859 

P2-O11 1.63381 NI25-C27 2.61107 

Ga14-O10 1.84882 P2-O11 1.63332 

P6-O17 1.64214 Ga14-O10 1.84715 

    P6-O17 1.63882 

NI-ZIF-8 

Ni25-O9 1.84138 

NI-ZIF-8-XY 

NI25-O9 1.86375 

P2-H20 1.40823 NI25-C27 2.3506 

P13-H18 1.43289 P2-H20 1.41138 

Ga1-O3 1.79422 P13-H18 1.4405 

    Ga1-O3 1.78639 

Zn-ZIF-8 

Zn25-O7 1.91709 

Zn-ZIF-8-HCHO 

Zn25-O7 1.9329 

Ga14-H22 1.55311 Ga14-H22 1.55457 

P12-O3 1.67973 P12-O3 1.68072 

P6-H23 1.41304 P6-H23 1.41584 

    Zn25-O29 2.09461 

ZN-ZIF-

8 

Zn25-O7 1.91709 
ZN-ZIF-8-TOL 

Zn25-O7 1.91636 

P12-O3 1.67973 Zn25-H34 3.75767 



 

179 
 

Zn25-O8 1.9446 P12-O3 1.67969 

Ga14-O5 1.87651 Zn25-O8 1.94365 

    Ga14-O5 1.87498 

Zn-ZIF-8 

Zn25-O7 1.91709 

Zn-ZIF-8-Xy 

Zn25-O7 1.94979 

P6-O17 1.64189 Zn25-C28 2.39263 

P13-O9 1.67324 P6-O17 1.64289 

Ga1-H19 1.55624 P13-O9 1.66509 

    Ga1-H19 1.55837 

 

3.2 HOMO-LUMO Analysis: 

HOMO-LUMO analysis (Table 2)  provides insights into the reactivity of metal-doped zeolites in sensing 

formaldehyde, toluene, and xylene by examining the energy gap, EG (Katre et al., 2024), ionization potential, IP, and 

electron affinity, EA. The HOMO signifies electron donation potential, while the LUMO represents electron 

acceptance capacity. A smaller Eg suggests higher reactivity due to easier electron transition, as seen in Fe-Zif-

HCHO (2.6643 eV) and Zn-Zif-HCHO (3.2537 eV), making them particularly reactive toward formaldehyde. In 

contrast, Zn-Zif-Xy with the largest Eg (5.3381 eV) indicates higher stability and lower reactivity. 

IP values suggest reactivity potential, with lower values implying easier electron removal; EA values highlight 

electron-accepting ability (Hassanet al., 2023). Chemical softness (σ), indicating sensitivity, and electrophilicity (ω), 

signaling electron-accepting propensity, further characterize reactivity. Fe-Zif-HCHO and Zn-Zif-HCHO show high 

electrophilicity and chemical softness, suggesting strong formaldehyde sensitivity, while Ni-Zif-Tol and Ni-Zif-Xy 

perform well for toluene and xylene. High electrophilicity correlates with smaller Eg, enhancing suitability for 

electron-donating analytes, ideal for sensor applications. 

Table 2: Quantum Descriptors and HOMO-LUMO Values of Metal-Doped Zeolites 

Systems Homo lumo Eg IP EA σ ɳ μ Ω χ 

Fe-Zif -6.3794 -1.9415 4.4379 6.3794 I.9415 0.2253 2.2189 -4.1604 3.9004 4.1604 

Ni-Zif -6.6233 -3.0991 3.5241 6.6233 3.0991 0.2838 1.7621 -4.8612 6.7055 4.8612 

Zn-Zif -6.9539 -1.7785 5.1753 6.9539 1.7785 0.1932 2.5877 -4.3662 3.6836 4.3662 

Fe-Zif-HCHO -5.9498 -3.2855 2.6643 5.9497 3.2855 0.3753 1.3321 -4.6176 8.0031 4.6176 

Ni-Zif-HCHO -6.7792 -3.0605 3.7187 6.7791 3.0605 0.2689 1.8594 -4.9198 6.5088 4.9198 

Zn-Zif--HCHO -6.5863 -3.3325 3.2537 6.5862 3.3326 0.3073 1.6268 -4.9594 7.5594 4.9594 

Fe-Zif-Tol -5.9359 -1.7976 4.1383 5.9359 1.7976 0.2416 2.0692 -3.8667 3.6129 3.8667 

Ni-Zif-Tol -6.6238 -3.0991 3.5247 6.6238 3.0991 0.2837 1.7623 -4.8615 6.7052 4.8615 

Zn-Zif-Tol -6.3299 -1.8221 4.5078 6.3299 1.8221 0.2218 2.2539 -4.076 3.6855 -4.076 

Fe-Zif-Xy -5.8077 -1.4607 4.3470 5.8077 1.4607 0.2300 2.1735 -3.6342 3.0383 -3.6342 
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Ni-Zif-Xy -6.5745 -3.0692 3.5054 6.5745 3.0692 0.2853 1.7527 -4.8219 6.6328 -4.8219 

Zn-Zif-Xy -6.6042 -1.2661 5.3381 6.6042 1.2661 0.1873 2.6690 -3.9352 2.9009 -3.9352 

 

 

3.3 Natural Bond Orbital (NBO) analysis: 

Natural Bond Orbital (NBO) analysis was conducted to explore the sensitivity and selectivity of doped metal zeolites 

toward various gases by examining intra- and intermolecular charge transfer interactions (Timothy et al., 2023). This 

evaluation, performed at the DFT/B3LYP/LanL2DZ level, assesses donor-acceptor orbital interactions using 

stabilization energy(𝐸(2)). Wherehigher(𝐸(2))Values indicate stronger adsorption interactions. This analysis is 

suggestive of the mathematical relation: 

𝑬(𝟐) = ∆𝑬𝒊,𝒋 = −𝒒𝒊
𝑭𝟐(𝒊,𝒋)

𝜺𝒊−𝜺𝒋
          2 

Whereqi is the donor orbital occupancy, εi, and εj represent the diagonal elements and F(i,j) stand for the off-diagonal 

elements of Fock matrix 

The NBO analysis identified key interactions in Fe-Zif, Ni-Zif, and Zn-Zif systems. Fe-Zif-HCHO, Ni-Zif-HCHO, 

and Zn-Zif-HCHO exhibited stabilization energies of 183.90, 141.11, and 240.23 kcal/mol, respectively, indicating 

strong formaldehyde reactivity. The highest stabilization for toluene and xylene was observed in Zn-Zif-Tol (212.00 

kcal/mol) and Ni-Zif-Xy (363.80 kcal/mol), respectively, with Ni-Zif-Xy showing the overall highest perturbation 

energy, signifying robust stabilization and reactivity. These findings underscore Zn-Zif-HCHO and Ni-Zif-Xy as 

particularly promising for gas adsorption. 

 

3.4 Non-Covalent Interaction (NCI) Analysis: 

Non-Covalent Interaction (NCI) analysis was performed to examine and quantify weak interactions, including van 

der Waals forces, hydrogen bonds, π-π interactions, and electrostatic interactions between the sensor materials and 

target gas molecules (Siddiqueet al., 2024) .Such interactions impact the sensor's sensitivity and selectivity. RDG 

analysis, through clusters, Reduced Density Gradient spikes, and 𝜆2 values, revealed the interaction types and 

strengths. 

The analysis showed that van der Waals interactions (𝜌> 0, 𝜆2 < 0) have close-to-zero density, while hydrogen bonds 

have more negative 𝜆2 and higher density values. Regions of strong repulsion (𝜌> 0, 𝜆2 > 0) were also noted. Using 

Visual Molecular Dynamics (VMD) software, color-filled iso-surface structures (Figure 2) display these interactions. 

Green iso-surfaces indicate van der Waals forces in the zeolite center and at the zeolite-gas interface, while red iso-

surfaces, representing steric repulsion, are observed around GA-O bonds. Additionally, steric repulsion and hydrogen 

bonding are observed across all studied systems. 
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Figure 2: Visual depiction of the non-covalent interaction analysis 

 

 3.5 Quantum Theory of Atoms in Molecules (QTAIM) Analysis: 

QTAIM analysis also known as the Bader’s analysis provides insights into molecular electronic structure by 

examining electron density (ρ) and its Laplacian (∇²ρ) across bond critical points (BCPs). A negative ∇²ρ indicates 

shared-shell (covalent) bonds, while a positive value suggests closed-shell (ionic or van der Waals) interactions 

(Zhang, 2024). High electron density (ρ) at BCPs correlates with stronger interactions and stability. 

The analysis uses parameters like the energy density (H), kinetic energy (G), and potential energy (V) to distinguish 

bond types. A G/V ratio ≥ 1 implies non-covalent interaction, while G/V < 0.5 indicates covalent bonding. The 

Electron Localization Function (ELF) further differentiates interaction types; values closer to 1 suggest localized 

bonds, while values near zero indicate delocalization (Steinmann et al., 2011) 
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Results show predominantly positive ∇²ρ in BCPs, signaling closed-shell interactions, except in Fe-Zif-Xy (C40-H4) 

and Zn-Zif-Tol (P13-H18), where negative ∇²ρ confirms covalent bonding. These findings align with calculated G/V 

values and are illustrated in Figure 2 of the supporting information. 

 

3.6 Adsorption Studies: 

The relative adsorption study captured in Table 3 evaluated doped metals' adsorption capabilities, distinguishing 

physisorption weak adsorption type which is often associated with endothermic reaction. Chemisorption strong 

adsorption, is associated with exothermic. Positive adsorption energy indicates an endothermic process with weak 

adsorbent-adsorbate interactions, while negative adsorption energy reflects exothermic chemisorption with stronger 

interactions (Djioko et al., 2024). 

Adsorption energies include: Fe-Zif-HCHO (-0.02), Ni-Zif-HCHO (0.44), Ni-Zif-HCHO (-1.09), Fe-Zif-Tol (-0.29), 

Ni-Zif-Tol (0.77), Zn-Zif-Tol (0.09), Fe-Zif-Xy (-0.35), Ni-Zif-Xy (0.72), and Zn-Zif-Xy (-0.68). Ni-Zif-HCHO 

exhibited the strongest affinity for formaldehyde (HCHO), Fe-Zif-Tol was most effective for toluene, and Zn-Zif-Xy 

showed high sensitivity to xylene. Zinc-doped zeolite (Zn-Zif) proved versatile, effectively detecting two of the three 

gases, marking it as a promising sensor material. 

Table 3: Calculated adsorption energies, Fermi energies, charge transfer, fraction of electron transfer, 

back donation, recovery time and work function of the studied systems 

 

 

4.0 Conclusion  

This study analyzed the sensitivity, selectivity, and adsorption properties of metal-doped zeolites (Ni, Zn, Fe) for 

volatile organic compounds (VOCs) like toluene, xylene, and formaldehyde, using density functional theory (DFT) 

calculations. HOMO-LUMO analysis showed Fe-Zif-HCHO and Zn-Zif-HCHO with the lowest energy gaps, 

indicating high reactivity with formaldehyde, while Ni-Zif-Tol and Ni-Zif-Xy were more reactive toward toluene and 

xylene, respectively. Zn-Zif-Xy, with the highest energy gap (5.3381 eV), displayed the most stability. 

Natural bond orbital analysis revealed strong stabilization energies in Zn-Zif-HCHO for formaldehyde and Zn-Zif-

Tol for toluene, while Ni-Zif-Xy had the highest perturbation energy (363.80 kcal/mol), indicating excellent 

stabilization and reactivity. QTAIM and NCI analysis confirmed non-covalent interactions. Relative adsorption 

Systems Eads Fermi 

energy(EFL) 

Dipole  

Moment  

Charge transfer 

investigation(Q

t) 

Fraction of 

electron 

transfers(ΔN) 

Back donation 

(ΔE) 

Recovery 

time(t) 

Work 

function(

Φ) 

Fe-Zif-HCHO - 0.02 - 4.6177 6.5505 1.4459 -0.2578 - 0.3330 1.0081E-12 4.6177 

Ni-Zif-HCHO 0.44 - 4.9198 2.3197 1.4288 -1.8863 - 0.4648 8.3735E-13 4.9198 

Zn-Zif--HCHO -1.09 - 4.9594 4.7669 1.9540 -0.3087 - 0.4067 1.5523E-12 4.9594 

Fe-Zif-Tol -0.29 -3.8668 2.5529 -0.7651 0.9809 0.5173 8.9244E-11 3.8668 

Ni-Zif-Tol 0.77 -4.8615 0.5728 -1.1258 0.075 0.4406 1.1831E-30 4.8615 

Zn-Zif-Tol 0.09 -4.0760 3.2234 -1.2716 0.0791 0.5635 5.2484E-18 4.0760 

Fe-Zif-Xy -0.35 -3.6342 3.3320 -1.1626 0.1726 0.5434 1.0674E-09 3.6342 

Ni-Zif-Xy 0.72 -4.8219 0.9054 -1.1402 0.0019 0.4382 1.1059E-29 4.8219 

Zn-Zif-Xy -0.68 -3.9352 3.8984 -1.4803 -0.0196 0.6673 0.0011 3.9352 
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studies identified Ni-Zif-HCHO as the best for formaldehyde detection, Fe-Zif-Tol for toluene, and Zn-Zif-Xy for 

xylene. Notably, Zn-Zif effectively detected two VOCs, showcasing its adaptability. 

This research highlights the potential of metal-doped zeolites in environmental applications, advancing 

understanding of the electronic and structural factors governing zeolite-based VOC adsorption, and supporting the 

development of selective adsorbents for environmental remediation 
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Abstract 

Edible vegetable oils are prone to quality deterioration through oxidation and microbial degradation resulting in 

nutritional loss and off-flavors. The aim of this study is to explore the physicochemical parameters of pachira 

aquatica seed oil and determine if it compares favorably with common seed oils with a view to recommending its 

large-scale cultivation to boast socio-economic growth. Standard methods of analysis by the Association of Official 

Analytical Chemists (AOAC) were employed. The mean value for: % Yield was (46.00±2.00), moisture content 

(0.2000 ± 0.00011), specific gravity at 30 oC (0.9500 ± 0.00001), peroxide value (0.5700 ± 0.09504 meq/kg), acid 

value (0.0233 ± 0.00050 mg KOH/g oil), iodine value (13.5700 ± 0.13856 g I2/100 g oil), and saponification value 

(4.5800 ± 0.30600 KOH/g). The results highlight that all tested physicochemical parameters of the oil samples were 

within the allowable standards for edible oils. The oil has shown great potential in replacing common vegetable oils 

such as groundnuts and olive, to mention but a few, and as such can be employed for use both domestically and 
commercially to boast our socio-economic growth only if harnessed.  

Keywords:Properties,Pachira aquatica, Seed oil, Potentials, Socio-economic, Recovery.  

Introduction 

The need for non-conventional sources of oil to supplement the ones that are available has grown globally. This may 

or may not be related to the requirement to close the gap between the supply and demand for commercially available 

oils and fats (Dansi et al., 2012). Due to their high nutritive and calorific content, seeds are highly sought after for 

both industrial and human use. They are also excellent sources of edible fats and oils. As a result, numerous studies 

on alternative vegetable oil sources have been conducted (Odoemelam et al., 2005). 

Nigeria produces a wide variety of agricultural products because of its excellent soil, conducive climate, and large 

amount of arable land. Edible oils are primarily derived from oil seeds, one of the main agricultural products. 

Nonetheless, some plant species are neglected or underutilized, particularly those that are not grown for food (Kyari, 
2008). Oils and fats naturally contain lipids and triacylglycerol. Glycerides and saturated and unsaturated fatty acids 

make up their chemical composition. According to Afolayan et al. (2019), edible oils are essential components of 

our daily diet that give us energy, essential fatty acids, and fat-soluble vitamins. 

The tree species Pachira aquatica is indigenous to tropical wetlands that stretch from northeastern Brazil and Guyana 

to southern Mexico. This species is a member of the subfamily Bombacaceae. Nonetheless, it is a member of the 

Malvaceae family as per the Angiosperm phycogene II group classification. It is marketed as a "money tree" (Silver 

et al. 2015, Cheng et al. 2017) and goes by several names, including Malabao chestnut, French peanut, Guyana 

chestnut, monguba, false cacao, or pumpo (guatamela). It is said to bring good fortune in business. In Nigeria, it is 

not common, and a few who planted it see it as ornamental because of little or no knowledge about its use or 

potential. Thus, it does not even have native names like other trees. 

When the Pachira aquatica plant is younger than a year old, it resembles the cassava plant, particularly in its leaves. 

It has smooth green stems with a distinctively enlarged and swollen base and bright green palm leaves with five to 
nine lanceolate leaflets. The petals are amazing, featuring long, narrow flowers and hair that resembles orange and 

yellow stems. Pachira aquatica can grow to a height of six to eighteen meters in its natural habitat, which receives 

full sun or partial shade (Oliveria et al. 2000). Oval-shaped and encased in a brown, woody shell, Pachira aquatica 

fruits have large seeds that are rich in lipids, proteins, and carbohydrates, as well as calcium, magnesium, and 

potassium. These characteristics make them an intriguing subject for research on food and biodiesel production. 

(Polizi et al., 2008; Azevedo, 2008; Silva, 2010). 

The aim of this study is to explore the physicochemical parameters of Pachira aquatic (a plant not native and 

common to Nigeria) and see if it compares favorably with common seed oils with a view to recommending its large-

scale cultivation to boast socio-economic growth. 
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Fig 2: Pachira aquatic Aubl. a.Tree and flowers; b. Trunk and canopy; c. Leaves; d. Flower and bud; e and f. Leaves 

and flowers; g. Ripe fruit; h. Open ripe fruit and seeds; i. Immature fruit (left and right: unripe open fruit and seeds); 
j. Seeds (left: seed with endocarp, right-side up: seed without endocarp and right-side below: open seed).  

 

Fig 2: Photograph of Pachira aquatic: (a) Pachira aquatica pod; (b) Pachira aquatic leaves. Source: Image 

captured by the researcher 

 

Materials and methods 

Materials 

The plant material used for this work isPachira aquaticaseed oil extract 

Chemicals and Reagents 

Chemicals and reagents used for this work was of analytical grade and were products of Sigma Chemical Company, 

Mayer and Baker Ltd, Fluker and BDH. The following chemicals and reagents were used for this study; 
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hexane,chloroform, potassium hydroxide, hydrochloric acid, phenolphthalein, sodium hydroxide, diethyl ether, 

ethanol, wij’s iodine, sodium thiosulphate, potassium iodide, glacial acetic acid, starch. 

Equipment and Apparatus 

Soxhlet extractor, Rotary evaporator, Hot air oven, Heating mantle, Porcelain crucibles, digital weighing balance, 

extraction thimble, Buckner funnel, Whatman filter paper No 1, filtration crucible, Muffle furnace, Desiccator, 
Dryer, Beakers, Conical flask, Measuring cylinders. 

Methods 

Sample Collection / Identification 

Pachira aquatica leaves and seeds were obtained from Ihie, Isialangwa North Local Government Area of Abia 

State, Nigeria and transported to Chemistry Laboratory of Clifford University, Owerinta, Abia State, Nigeria. 

Taxonomic identification/authentication of the leaves and seeds was first done using Google imaging before further 

identification at the Department of Plant Science and Biotechnology, Micheal Okpara University of Agriculture 

Umudike. The plant was assigned herbarium number and deposited at the herbarium. Further analysis was carried 

out at the Chemistry Laboratory of Clifford University, Abia State-Nigeria. 

Sample Preparation 
The mature seeds were first soaked in clean water for 12 hours to ease the removal of the seed from it capsule after 

which the seeds were sun dried for seven consecutive days.The dried seeds were then pulverized into nearly smooth 
granules with a blender and kept in a sealed container prior to extraction. 

Sample Extraction 

The soxhlet extractor was employed for the extraction of the seed oil. An empty soxhlet flat bottom flask was 

weighed and recorded as W. 250 ml of hexane was poured into the soxhlet flat bottom flask and placed on a heating 

mantle. 50 g of the sample was weighed and transferred into an extraction thimble, which was then placed in the 

soxhlet extraction chamber. The condenser was fitted above the extraction chamber, and the water inlet and outlet 

were connected to ensure cooling and condensation. The heating mantle temperature was then set at 60 °C. When 

the solvent was boiling, the vapor rose through the vertical tube into the extraction chamber and condensed at the 

top. The hot liquid condensate drips into the extraction thimble in the chamber, which contains the sample to be 

extracted. The hot condensate extracts the oil from the sample, which seeps through the pores of the thimble into the 

extraction chamber. When the chamber becomes full of the extract, it is refluxed into the flat bottom flask through 
the siphon tube. This process is allowed to continue repeatedly until the sample extracts in the chamber become 

clearly and free from any color. Afterwards, the process was stopped. The oil extract was then concentrated and the 

solvent recovered using a rotary evaporator at a temperature of 40 oC. The oil extract was then stored in a sterile 

plastic container for further analysis.Percentage Yield: This indicates the amount of oil in the seed. It was 

determined using the equation below: 

% 𝑌𝑖𝑒𝑙𝑑 =
Weight of oil extract x 100%

Weight of Sample
         (1) 

Determination of Saponification Value (SV) 

Two grammes (2g) of the oil was weighed into a conical flask and 5ml of chloroform, 50ml of 0.5M alcoholic KOH 

was added and mixed. A condenser was fitted to a conical flask and heated to about 70oC for one hour. The hot 
mixture was titrated against 0.5N HCl using phenolphthalein as indicator until the pink color became colorless. The 

Saponification value (SV)was calculated thus: 

SV =
(𝐵−𝑆) 𝑥 𝑁 𝑥 56.1 𝑥 100

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑔)
           (2) 

Where: B = Blank titre value, S = Sample titre value and N = Normality of HCl. 

Determination of Moisture content (MC) 

A covered crucible was dried for about one hour in an oven at 100oC. The weight of the dried crucible was taken and 

recorded as W1. About 5g of the oil sample was now poured into the already weighed crucible and placed in an oven 

at a temperature of 105oC for about one hour. The new weight of the crucible and dried oil was taken and recorded 

as W2. The moisture content was calculated thus: 

% Moisture = 
𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡−𝑓𝑖𝑛𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑥100

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
        (3)  

Where: W1 =Initial weight of crucible and W2 = final weight of crucible 
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Determination of Specific Gravity (SG) 

A density bottle was weighed and the weight recorded as W0. The bottle was then filled with the oil sample and the 

new weight recorded as W1. This procedure was then repeated using distilled water after washing and drying the 

density bottle. The weight was recorded as W2. The Specific Gravity was calculated thus: 

SG =
𝑊1−𝑊2

𝑊2−𝑊0
           (4) 

Where: W0 = weight of empty density bottle, W1 = weight of density bottle + Oil sample and  

W2 = weight of density bottle + distilled water. 

Determination of Acid Value (AV) 
Approximately 1g of oil sample was weighed into a conical flask and 5ml of chloroform added and mixed. 25ml of 

diethyl ether and ethanol (1:1v/v) was again added and mixed. A few drops of phenolphthalein indicator were added 

and the mixture titrated against 0.1M KOH solution until a faint pink color which persisted for about 30 seconds 

appeared. The acid value was calculated as follows: 

AV =
𝑇𝑖𝑡𝑟𝑒 𝑣𝑎𝑙𝑢𝑒 𝑥 𝑁 𝑥 56.1

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒(𝑔)
          (5)  

Where: N= Normality of KOH 

Determination of Iodine Value (IV) 

Two grammes (2g) of the oil sample was weighed into a flask and 10ml of chloroform added and mixed. 25 ml of 

Wij’s iodine solution was then added and the mixture was shaken vigorously and allowed to stand in the dark for 

about 30 minutes. 20ml of 10% KI solution was added and the mixture titrated against 0.1M Na2S2O3 (Sodium 

thiosulphate) with a few drops of starch as indicator. A colorless solution confirmed the end-point. The iodine value 

was calculated thus: 

IV =
(𝐵−𝑆)𝑥𝑁 𝑥126.9 𝑥 100 

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑔)
          (6) 

Where: B = Blank, S =Sample and N = Normality of sodium thiosulphate 

Determination of Peroxide Value (PV) 

Approximately 1g of the oil sample was weighed into a conical flask. 12ml of chloroform and 18ml of glacial acetic 

acid was added and mixed. 0.5ml of aqueous KI was then added and the mixture was shaken and allow to stand for 

about one minute.30ml of distilled water was then added and the solution titrated against 0.1M Na2S2O3 until the 

yellow color almost faded. Then about 0.5ml starch solution was added, this turned the solution blue and the titration 

continued until the blue color disappeared. This procedure was also carried out using water as blank. The peroxide 

value was calculated as follows: 

PV =
𝐹 𝑥(𝐴−𝐵) 𝑥 10

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑔)
          (8) 

Where: F =factor of 0.1N Na2S2O3, A = Sampletitre value and B = Blank titre value 

Results and Discussion 

Results 

The results of the physicochemical analysis are as presented in Table 1 below. 

Table 1: Results of physicochemical parameters of n-hexane extract ofPachira aquatica seed oil 
Parameter  Obtained value SON 2000 maximum allowable value 

% Yield (%) 46.00±2.00 Nil 

Iodine value 

(g I2/100g) 

13.5700 ± 0.13856 45-53 

Acid value 

(mg KOH/g) 

0.0233 ± 0.00050 0.7 max 

Peroxide value 

(mEq/kg) 

0.5700 ± 0.09504 10 max 
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Saponification Value(KOH/g) 4.5800 ± 0.30600 195-205 

Specific Gravity (30oC) 0.9500 ± 0.00001 Nil 

Moisture Content (%) (105oC) 0.2000 ± 0.00011 0.29 

All values are presented as mean ± standard deviation, n =3. 

For other physical properties of the oil, it is liquid at room temperature (25oC), yellowish in colour and non- 

offensive in odour.  

Discussion 

Peroxide Value (PV) 

The peroxide value (PV) of fats and oils can serve as an indicator of their quality and stability as well as a gauge of 

the extent to which rancidity reactions have occurred during storage (Ekwu and Nwagu, 2004). It was also 

discovered that the peroxide value increased as the oil samples were stored, warmed, and exposed to air. The 
calculated PV value is in Table 1. The findings reveal that the peroxide values for Pachira aquatica seed oil are 

0.5700 ± 0.09504, suggesting a reasonably high quality of oil that will remain relatively stable in terms of rancidity. 

This value agrees with the PV of soybean oil (0.53± 0.02) as reported by Wazed et al (2023). However, the PV of 

palm oil and mustard oil as reported by the same authors were 2.21± 0.05 and 4.33± 0.02, respectively. This 

reported PV is below the maximum value of 10 mEq/kg. How rancid the oil has become is determined by the 

peroxide value. Peroxide value ranges are far below the standard value of 10 mEq/kg specified by SON (2000), 

suggesting that the oil is of high quality.  

Saponification Value (SV) 

An indicator of the average molecular mass of fatty acids in an oil sample is called the saponification value (SV). 

The SV value of 4.5800 ± 0.30600 KOH/g was found for the oil samples listed in Table 1. The values fall short of 

the 195–205 mg KOH/g of edible oil standard range given by SON (2000). The SV obtained for soybean oil, palm 

oil, mustard oil and bran oil were 187.11, 202.39, 191.38 and 181.60, respectively. The SV for bran oil was found to 
be less than 185–195, as reported by Ramachandran (2001). Reduced saponification values indicate a decrease in 

either the number of ester bonds or the mean molecular weight of fatty acids. This could suggest that there was no 

interaction between the fat molecules (Denniston et al., 2004). It also indicates that the oil may not be suitable for 

soap making (Akpe and Inezi, 2018). 

Iodine Value (IV) 

The level of unsaturation in a fat or vegetable oil is determined by its iodine value (IV). It establishes the oils' 

resistance to oxidation and makes it possible to qualitatively assess the total unsaturation of the fat (AOAC, 1990; 

Gungshik et al., 2023). The measured iodine value for Pachira aquatica seed oil was found to be 13.5700 ± 0.13856 

g/100 g. This IV is far below the value obtained by Wazed et al (2023) for soybean oil (133.17 mg/100 g). Its higher 

oxidative storage stability could have been attributed to these low iodine levels. An increase in free fatty acid 

contents and a decrease in the total unsaturation of oils are characteristics of the oxidative and chemical changes that 
occur in oils during storage (Afolayan et al., 2019). 

Acid Value (AV) 

Vegetable oil quality can be determined in part by looking at the Acid Value (AV). Amir et al. (2014) state that acid 

values are used to gauge how much lipase and other physical elements, like heat and light, have broken down the 

glycerides in the oil. The findings demonstrate that the acid value of Pachira aquatica seed oil, at 0.0233 ± 0.0005 

mg KOH/g, is noticeably lower than that of other vegetable oils, indicating good lubricating properties. Wazed et al 

(2023) have reported an acid value of 3.05 mg KOH/g and 0.304 mg KOH/g for mustard oil and soybean oil, 

respectively. The acid value for refined rice bran oil, as reported by Ramachandran (2001), was found to be 0.5 mg 

KOH/g. High acid values imply low-quality oil and a high rancid propensity (Quader et al 2018). Low acidity stops 

oil from oxidizing, thereby reducing the risk of corrosion and the formation of gum and sludge. The findings show 

that the samples' acid values, which are an indicator of the amount of free fatty acids due to enzymatic activity, were 

found to be extremely low and below the minimum allowable value of 0.7 max. 

Specific Gravity (SG) 



 

190 
 

A substance's specific gravity, which is measured in grams per unit of water, is its weight in relation to water. 

Measured at 30 °C, the specific gravity of the Pachira aquatica seed oil was 0.9500 ± 0.0001. It is implied that this 

oil is less dense than water. 

Moisture Content (MC) 

Rancidity is likely to occur in edible oils when the moisture content falls between 0.05 and 0.3 (Yonnas et al., 2019). 
According to the Australian Oil Seed Federation, the highest permitted moisture content for edible oils is 0.2%, 

which is in line with the results of the experiment. According to earlier research, oils made with less sophisticated 

technology had a higher moisture content (Abass etal., 2010, Okechalu etal., 2011). Consequently, the oil's moisture 

content suggested that rancidity would probably occur, albeit very slowly. All these properties make the oil suitable 

for consumption and other applications. 

CONCLUSION 

Scientific data and understanding of lesser-known or underutilized oils promote the use of their potential for 

industrial and nutritional purposes. The extracted oil's suitability for industrial and culinary uses was further 

validated by the results of its physico-chemical properties. Nonetheless, because of its high saturation content, 

Pachira aquatica seed oil has demonstrated stability against oxidation and is thus likely appropriate for use in deep-

frying, food preparation, and industrial settings. The seed oil's lower peroxide value suggests that it will be more 

resistant to rancidity. 

REFERENCES 

Afolayan S. Sunday1, Igbum O. Gillian and Igoli O. John. (2019).Fatty Acid Composition of Seed Oil from Pachira 

aquatica Grown in Nigeria.Journal of Agriculture and Ecology Research International 18(4):1-9. 

Akpe MA and Inezi FP. (2018). Physicochemical properties of Alchorea cordiforlia, Cyperus esculetum and 

Irvingia gabonensis seed oil and their applications.  Asian J. Applied Chem. Res., 1(3), 1-7.  

Amir, P.O., Babalola,O.O and Oyediran, A.M.,(2014). Physicochemical Properties of Palm Kernel Oil, Curr.Res. J. 

Bio. Sci., 6(5): 205-207, DOI:10.19026/crjbs.5194 

Azevedo, C. C. (2008). Modificação química das proteínas de amêndoas da munguba (Pachira aquatica Aubl): 

propriedades funcionais. Master Thesis. João Pessoa, Brazil: Universidade Federal da Paraíba. 

Cheng, L. Y., Liao, H. R., Chen, L. C., Wang, S. W., Kuo, Y. H., Chung, M. I., & Chen, J. J. (2017). 

Naphthofuranone derivatives and other constituents from Pachira aquatica with inhibitory activity on 
superoxide anion generation by neutrophils. Fitoterapia, 117, 16–21. 

Dansi, A., Voduhe, R., Yedomonhan, H., Assogba, P., Adjatin, A., Loko, Y. L., DossouAminon, I., & Akpagana, 

K., (2012). Diversity of the neglected and underutilized crop species of importance in Benin. The Scientific 

World Journal, 2012:932947 

Ekwu, F. and Nwagu, A. (2004). Effect of processing on the quality of cashew nut oils. J Sci Agric Food Tech 

Environ., 4:105–10. 

Gungshik, J. R.,Ibrahim, M.,Onyemowo, O. A. and Rabiat,L. A. (2023).Comparative Analysis of the Physico-

Chemical Properties and Trace Metal Content of Palm Oil, from Selected Markets in Jos South and Jos 

North LGA, Plateau State, Nigeria.Nigerian Journal of Chemical Research, 28(2): 100-111.  

Kyari, M. Z. (2008). Extraction and characterization of seed oils. International Journal of Agrophysics. 22, 139-142. 

Odoemelam, S. A. (2005). Proximate composition and selected physicochemical properties of the seeds of African 

oil bean (Pentacle thramarcrophylla). Pakistan Journal of Nutrition. 4, 382-383. 
Okechalu JN, Dashen MM, Lar PM, Okechalu B, Gushop T. (2011). Microbiological quality and chemical 

characteristics of palm oil sold within Jos Metropolis. Nigeria: Plateau State; J. Microbiol.Biotech. Res., 1 

(2): 107-112. 

Oliveira, J.T.A., I.M. Vasconcelos, L.C.N.M. Bezerra, S.B. Silveira, A.C.O. Monteiro, and R.A. Moreira. (2000). 

Composition and nutritional properties of seeds from Pachira aquatica Aubl, Sterculia striata St Hil et 

Naud and Terminalia catappa Linn. Food Chem. 70:185–191. 

Quader M.F.B., Ali, M.S., Ahmed, S., Zim, A.F.M.I.U., Roy, S. and Ahmed, S. (2018). Qualitative assessment of 

common edible oils available in Bangladesh. Asian-Australasian Journal of Bioscience and Biotechnology, 

3(2), 156-161 

Ramachandran, H.D. (2001). Effect of n-3 fatty acids on oxidative stress in liver and brain of rats. India: University 

of Mysore,PhD thesis. 
Silva B. de L. de A., Bora P.S. and De Azevedo C.C. (2010). Caracterização química parcial das Proteínas das 

Amêndoas da Munguba (Pachira aquatica Aubl). Instituto Adolfo Lutz. 

Standard Organization of Nigeria (SON, 2000). Standards for edible palm oil and tallow Eds 



 

191 
 

Wazed, M.A., Yasmin, S., BasakP., Hossain, A., Rahman, M.M., Hasan, M.R., Khhair, M.M. and Khatun, M.N. 

(2023). Evaluation of physicochemical parameters of edible oils at room temperature and after heating at 

high temperature. Food Research, 7(4), 91-100 

Yonnas A. N., Dagnachew E. A., Bikes D. B. and Henok D.. (2019).Assessment of quality of edible vegetable oils 

accessed in Gondar City, Northwest Ethiopia.BMC Res Notes (2019) 12:793 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

192 
 

Hydrogeochemistry and Water Assessment of Shallow Groundwater in Parts of Benue State, North Central 

Nigeria 

Iorfa Adamu1 Innocent Akadi2, Ebenezer Kudamnya1,Msoo Asen3, Fina Adamu3 

1 Department of Geology, University of Calabar;      2 ExxonMobil Nigeria Plc;3Department of Public, Health University of Calabar 

Email of corresponding author: adamuchristopher@yahoo.com 

Abstract 

This study evaluated the chemistry and quality of the shallow groundwater resource in Benue State, North central 

Nigeria. A total of 24 groundwater samples were collected from three shallow aquifers (Basement, Fractured Shale 

and Sandstone aquifers) and analyzed for selected physicochemical and bacteriological parameters using standard 

techniques. The total hardness and CO3
2- are higher for the shale aquifer; NO3

-, Na+, and K+ are more concentrated 

in the basement aquifer, while the TDS, EC, Ca2+, Mg2+, HCO3-, SO4
2- and Cl- are greater in the sandstone aquifer. 

Hydro-chemical parameters in the piper’s trilinear diagram, as well as the Gibbs plot, respectively suggest that the 

ground water is of Ca-Mg-HCO3, Ca-Mg-SO4 and Na-HCO3 facies, and dissolved solids are mostly products of 

weathering. Application of R-mode factor analysis suggests that the main components of the water characteristics 

are related to hydrological and lithological controls aided by environmental and anthropogenic activities. On the 

whole, the water is slightly acidic and soft to very hard with low dissolved solids. It also satisfies the World Health 

Organization (WHO) standards for drinking, domestic and industrial uses (except for pH, HT, DO and Fe) requiring 

usual treatments such as filtration and disinfection.  

Keywords: Hydrogeochemistry, groundwater, shallow aquifers, basement, weathering, anthropogenic 

Introduction 

Water is the basic need without which life does not exist in the earth. Springs, streams and ground water are some of 

the sources widely used for drinking, domestic and agricultural purposes. In recent times, it has become very 

difficult, seemingly impossible, to meet increased demands and provide sufficient quality water to the population 

due to pollution (Sridharan and Senthil, 2017; Ukah et al., 2019 ). Most often, these water sources could be polluted 

by natural processes and human activities, thereby making their usability disputable (Akaamaa et al., 2023). 

In Benue State, only a small percentage of the rural community is provided with pipe-borne water. The greater 

majority relies on supplies from groundwater, rivers, streams and channels. Due to inadequate supply and 

deteriorating quality of surface water to meet the requirement of human activities in Benue state, groundwater 

remains the only option to supplement the ever-increasing demand for water. Few shallow boreholes have been 

drilled by the Benue State Water Board (BNSWB), United Nations International Children’s Emergency Fund 

(UNICEF), Rural Water Supply and Sanitation Project (RUWASSAN) and private individuals to augment the afore-

mentioned water sources. Majority of the people depend on poorly constructed hand-dug wells, taping the shallow 

unconfined aquifers, for their water supply for domestic, agricultural and other purposes. 

The previous hydrogeochemical and groundwater quality studies of the shallow aquifers in the study area were 

mostly disjointed and focused on anthropogenic impact (such as urbanisation, waste management, mining, and 

agriculture). Attention was placed on water quality in urban areas with little or no attention on rural areas and 

processes controlling ground water chemistry (Adamu and Nyiatagher, 2005; Ishaku et al., 2010; Maitera and 

Ismaila 2011; Mile et al., 2012; Ornguga, 2014). Hence the need to evaluate the hydrogeochemistry, water quality 

and health risk of the shallow groundwater across the state. The information from the study would be useful in 

mapping sources and extent of contamination, predicting future evolution of the ground water chemistry, finding 

remedial solution to any identified problem and in revealing the suitability of the water in the study area for 

drinking, domestic, industrial and irrigation purposes.  

The main aim of this study is to assess the hydrogeochemical characteristics and water quality of shallow ground 

water in parts of Benue State, north central Nigeria. In order to achieve this, the data generated by this study will 

also augment existing data base, guide further investigations and provide a framework needed to guide in the design 

of a long-term monitoring programmes to properly manage and protect the shallow aquifers within Benue State, 

North Central Nigeria 

The study area 

mailto:adamuchristopher@yahoo.com
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The study area lies within the lower Benue trough in the middle belt region of Nigeria and it is bounded bylatitudes 

625' and 808'N and longitudes 747' and 1000ꞌE.The land is generally low lying and gently undulating with 

occasional inselbergs, knolls, lateritic capped mesas and butts. It is situated within the subequatorial climatic region 

of Nigeria and is characterized by two main seasons; the wet and the dry seasons. The rainy period is confined to 

between April and October with a total monthly rainfall ranging from 150 to  200cm; while the latter, characterized 

by relatively hot and dusty conditions, covers the duration of November to March. The mean annual minimum and 

maximum temperatures correspondingly vary from 20.6 to 22.60C and 28.2 to 31.20C, while the mean monthly 

humidity is between 65 to 85% (Iloeje, 2001).  

The different lithologic units in the study area have varying hydrogeological characteristics. The Basement rocks 

form local aquifers where the degree of weathering and/or fracturing is sufficient. Crystalline and coarse-grain 

rocks, such as gneisses and migmatites, become sandy on weathering, thus preferentially forming aquifers. 

Argillaceous meta-sedimentary rocks tend to become clayey with low permeability when weathered, forming 

aquitards (Adamu et al., 2014).  Overall, basement aquifers tend not to be high yielding. They typically vary in 

thickness from 10 to 25m, with water table depths varying from about 5 to 15m. Boreholes tend to be drilled to 

depths of between 10 and 70 m, depending on local conditions. Yields of 1.8 to 2.5 l/s have been reported from 

boreholes drilled into the basement complex rocks of varying degree of decomposition (Offodile, 2002).         

The ARG is not known to have good aquifers as it consists mainly of tightly folded shales and siltstones. Although 

in highly fractured areas small quantities of water can be obtained from it. The major feature of the aquifer is the 

occurrence of a thin shallow but extensive unconfined aquifer. The aquifer is formed by the top weathered horizon 

within the fractured shale and sandy horizons. The fractured shales of the ARG are characterized by high 

transmissivity which is related to depth of burial and degree of metamorphism of host rock (Offodile, 2002). 

Materials and Methods 

Sample collection   

Global positioning system (GPS) was used in taking co-ordinates and elevations of each sample locations.At 

locations with hand-dug wells (HDW), water samples were collected and stored in well labeled clean sterilized 

polythene bottles. Three sets of samples were collected from each of the 24 HDWs. The first set was used in 

measuring the major anions; the second set was acidified to pH ~ 2 with ultra-pure HNO3 and used in measuring 

major cations and heavy metals; and the third set collected in 250ml bottles was used in measuring the biological 

parameters. Altogether, 80 samples were collected comprising 72 representative groundwater samples and 8 

duplicate samples. All the samples were filtered in-situ using Whatman 0.45 μm cellulose acetate membrane filters. 

The collected samples were stored at 40C in a cooler and transported to the laboratory where they were preserved in 

the refrigerator prior to instrumental analysis. Parameters such as electrical conductivity (EC), pH, total dissolved 

solids (TDS), temperature and dissolved oxygen (DO) were determined in the field.   

 

Laboratory analysis 

In the laboratory, Total alkalinity (TA) was measured using sulphuric acid with a digital titrator. The total hardness 

(HT) was determined by titration with a standard solution of EDTA which is a complexing agent. A Hach 

spectrophotometer (model DR 3000) was used for the determination of colour. The analyses for anions, cations and 

trace metals were carried out using spectrophotometric (Wagtech 7100 Model) technique at the Benue State Rural 

Water Supply and Sanitation Agency (BERWASSA) in Makurdi (Table 2).  

Microbiological qualities of the samples were determined using membrane filtration technique. The working 

environment was cleansed with methylated spirit and much talking was avoided while conducting the test to prevent 

saliva from falling on the samples, as saliva may increase contaminants (bacteria) in the water samples. The petri-

dishes were sterilized by flaming with methylated spirit while 100ml of each of the samples was filtered using the 

filtration chamber. The filter paper carrying the residue was picked and gently dropped on sterilized dish and 

saturated with broth (feeds for bacteria) and covered with the counting chamber. The broth increased bacteria 

growth thereby enhancing their prominence for ease of counting. The petri-dish was then covered and placed in the 

incubator for 8hrs at 440C. After which the dish was removed and allowed to cool before counting with hand lens.  

Univariate and multivariate analysis 

https://en.wikipedia.org/wiki/Benue_River
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Excel (version, 2020) was used to compute descriptive statistics and to produce charts showing the distribution of 

ions and heavy metals in the groundwater. AquaChem software (version 2014) was used to obtain the Piper Plot in 

understanding the hydrogeochemical facies of the groundwater samples, while Gibbs’ Plot was used to determine 

the sources of the ion present therein. Multivariate statistics such as factor analysis (FA) were performed with the 

use of the statistical software package; Statistical Package for the Social Sciences (SPSS, version 22). The ion-

exchange between the ground water and its host environment during residence or travel can be understood by 

studying the chloroalkaline indices. The chloroalkaline indices are calculated by using the equations: 

 Chloroalkaline index I (CAI-I) = [Cl- - (Na++K+)]/Cl-     (1)              

 Chloro alkaline index II (CAI-II) = [Cl- - (Na+ +K+)]/[SO4
2- + HCO3

- +CO3
2- + NO3

-]              (2) 

When CAI is negative then there is base-exchange between sodium and potassium (Na + K) in water with calcium 

and magnesium (Ca + Mg) in rocks/soils, if the ratio is positive, then it is reverse ion-exchange.  

RESULTS AND DISCUSSION 

Physicochemical parameters  

A ststistical summary of the data obtained from analysis of the sampled groundwater during the study is hereby 

presented (Table 1).The total dissolved solids (TDS) range from 58.30 to 900mg/l with an average value of 

294.27mg/l. The average TDS values for groups B, W, and S are 168.09mg/l, 270.60mg/l and 441.13mg/l 

respectively indicating that the water is generally of low to moderate mineralization. This is borne out of the fact 

that the TDS concentration falls within the range for fresh water class (<1000mg/l) of Langenegger (1990). The 

ranges of dissolved oxygen (DO) and water temperature are 1.4 to 4.3mg/l and 27.4 to 31.3C respectively. The low 

DO values recorded in the study area may be attributed to the high temperature of the ground water. This is because 

with higher temperatures, natural waters release their gaseous content leading to lower concentration (Jia et al., 

2018). The pH values range from 5.7 to 8.5 with an average of 6.88 (Table 6) indicating slightly acidic to slightly 

alkaline waters. The pH values are not restricted to a particular rock type; however, the basement aquifer appears to 

be more acidic (mean pH, 6.43) and shale aquifer more alkaline (mean pH, 7.24). This condition may be attributable 

to both natural and human activities. For instance, the interaction of the different aquifer materials with the ground 

water and/or biotic activities that result in the production of CO2 in the water column can all cause variation in 

ground water pH (Hem, 1985). EC values ranged from 92.0 to 1,102S/cm with an average of 248.69 S/cm.  

The colour values range from 4 to 530Pt/Co with a mean value of 182.29Pt/Co.  It is observed that the colour values 

are higher in the basement aquifer and lower in the sandstone aquifer. This may be associated with the concentration 

of dissolved iron and manganese in the waters (Hem, 1985). The colour values in the ground waters follow the same 

trend as the concentration of iron. The values of total hardness and alkalinity range from 14 to 562mg/l and 1.00 to 

46.00 with average values of 221.08mg/l and 15.95 respectively. Higher values of hardness in the shale aquifer 

(average 249.13mg/l) are expected because the shale is intercalated with limestone. The water in the basement 

aquifer falls into the soft to very hard water groupings. While the water from the shale and sandstone aquifers fit into 

the hard and very hard groupings (Hem 1985).  

Table 1: Descriptive statistics overview hydrochemical data set and WHO (2011) Standards for Drinking water 

Aquifer Stati Temp EC TDS pH TA Color HT DO HCO3
- SO4

2- Cl- NO2
- NO3

- CO3
2- Ca2+ Mg2+ Na+ K+ T/Coli 

Basement Min 27.4 92 58.3 5.7 2.6 98 14 1.4 34 2 12 0.01 4.4 3.3 1.76 2.24 12 2 12 

 
Max 30,00 568 281 7.1 15 550 562 3.1 64 24 24 0.08 36.1 12 78.6 96 52 16 84 

 
Mean 28.39 310.8 168 6.4 8.6 335 202 2.2 44 11 16 0.05 12.7 7.9 31.2 39.16 31 8 51.75 

Shale Min 29,00 117 58.8 6.2 1 81 137 3.1 18 10 3.6 0.01 2.6 4.2 16 21 8 2.4 20 

 
Max 31.3 830 473 8.5 4 392 352 4.3 55 112 7.2 0.06 16 78 38 57 32 6.4 174 

 
Mean 29.96 551 271 7.2 2.3 202 249 3.6 36 65 5.5 0.03 7.47 23 26.7 37.76 20 4.2 88.25 

Sandstone Min 29.8 420 210 6.4 28 4 162 2 22 15 11 BDL 2 2 10 30 8 1.8 10 

 
Max 31 1102 900 8 46 16 255 4 354 198 35 0.28 16 56 41 47 30 8.2 230 

 
Mean 30.29 658.6 444 7 37 9.5 212 2.6 78 72 24 0.08 6.76 10 27.9 37.25 19 4.7 101 

Overall Min 27.4 92 58.3 5.7 1 44 14 1.4 18 2 3.6 BDL 2 2 1.76 2.24 8 1.8 10 

 
Max 31.3 1102 900 8.5 46 550 562 4.3 354 198 35 0.28 36.1 78 78.6 96 52 16 230 

 
Mean 29.55 506.8 294 6.9 16 182 221 2.8 53 49 15 0.05 8.97 14 28.6 38.06 23 5.7 76.52 

 
MPL          - 1400 1000 6.5-8.5 200 - 150 >5.0 250 250 250 - 50 - 200 100 250 12 <1.00 

Maximum permissible limit (WHO, 2008) , Units mg/l except pH (standard units), EC (S/cm), Colour (Pt/CO), Temp. (C), Charge Balance 

Error (CBE %); HT= Total hardness (mg/l as   CaCO3), TA = Total Alkalinity, BDL = Below Detection Limit, NA= Not avaliable 
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The major dissolve components of the ground waters include Na+, K+, Ca2+, Mg2+, Cl-, HCO3
-, CO3

2- and SO4
2-. The 

dominant cation is Ca2+ with a mean value of 22.18mg/l, followed by Mg2+ with a mean value of 21.21mg/l then Na+ 

and K+ with mean concentrations of 15.50mg/l and 5.06mg/l respectively. In 12 (50%) of the ground water samples 

Ca2+ is the dominant cation, while Mg2+ and Na+ dominate in 10 (41.67%) and 2 (8.33%) of the samples 

respectively. The dominant anion in the ground water samples is HCO3
- (mean, 66.50mg/l) followed by SO4

2- (mean 

60.00mg/l), Cl- (mean, 16.72mg/l), NO3
- (mean, 12.45mg/l) and CO3

2- (mean 10.20mg/l). In 16 (66.67%) of the 

ground water samples HCO3
- is the dominant anion while SO4

2- and NO3
- dominate in 7(29.17%) and 1(4.17%) of 

the samples respectively.  

Hydrocemical facies and sources of ions 

Piper Plot (Fig. 1) indicate that the sampled groundwater can be classified into three water types after Elueze et al. 

(2001) namely: CaMgHCO3 (basement and sandstone aquifers), CaMgSO4 (shale aquifer), and minor NaHCO3 

hydrochemical faciesaccording to their order of dominance. The CaMgHCO3 and NaHCO3 water types express 

mineral during recharge of freshwater. The SO4
2- is most probably from sulphide oxidation, atmospheric 

precipitation or dissolution of sulphate minerals in the study area (Batayneh et al., 2014). According to Jia et al. 

(2018), the calcium-magnesium bicarbonate water type is an indication of reverse ion exchange and recharge 

processes, and such water is referred to as ‘exchange water’. This implies that the bicarbonate (HCO3
-) anion is in 

deficiency of the total alkaline earths (Ca2+ + Mg2+) concentration. The former is therefore not available to act as 

scavenger in the release of cations, notably alkalis (Na+ + K+), through exchange reaction with clay minerals. Such 

activity may account for the nature of the water of the study area. Hem (1985) reported that meteoric water 

dissolving Ca, Mg and Na/K from silicates would produce CaHCO3 and CaMgHCO3 water types, which might 

evolve to CaNaHCO3 water type due to cation exchange. 

Higher conductivity and TDS values were observed in the sandstone and shale aquifers in that order. This may be 

attributed to the ease of dissolution of aquifer materials in these aquifers relative to the basement aquifer. Based on 

the plots of TDS against the Na/ (Na + Ca) ratio (Fig. 2), the water showed that it acquired its chemistry from 

weathering of the host rock or materials from the associated aquifer materials. 

 

Fig. 1: Trilinear Piper diagram of ground water composition in the study area 
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Fig.2: Gibb’s plot of variation of TDSvs Na+/(Na+ + Ca2+), after Gibbs (1970). 

Factor analysis 

In this study, a three-factor model that accounted for 87.3% of the data variance was considered to be the most 

consistent with known hydrological, geological, environmental and anthropogenic processes and appropriate to the 

limits of analytical precision. Only a variable with a loading  0.60 was considered significant members of a 

particular factor. These different factors aresummarized in a matrix (Table 2) and discussed below: 

Factor 1 (EC, Mg2+, TDS, HCO3
-, Ca2+, Na+-) accounts for 47.3% of total data variance. The high loading of Mg2+, 

Na+, Ca2+, and HCO3
- reflect the influence of rock weathering and/or geochemical interactions of ground water with 

aquifer material. Factor 1 may be treated as a bicarbonate factor and explains carbonate dissolution and silicate 

weathering as the dominant chemical processes in the study area. In ground water of the study area, Mg2+, Ca2+ and 

Na+ constitute more than 90% of the total cations and HCO3
- is the dominant anion. Carbonate and silicate 

weathering and evaporate dissolution can supply these cations in water. Since Cl- has low loading on factor 1, 

evaporate dissolution is not considered a dominant source of ions. The (Mg2+, Ca2+)/HCO3
- ratio marks the upper 

limit of bicarbonate input from weathering of carbonate rocks (Table 4). The high values of (Mg2+ + Ca2+)/HCO3
- 

(>1.00 in 87.5% of samples) indicate that Ca2+ + Mg2+ is in excess of alkalinity, the magnitude of excess being W > 

S > B. This excess positive charge has to be balanced by other anions such as SO4
2-, Cl- or NO3

-. The primary 

silicates 

Table 2: R-Mode varimax factor matrix 

Variable Factor 1 Factor 2 Factor 3 

pH 0.40977 -0.732112 -0.088429 

EC -0.18614 -0.945767 -0.103003 

TDS -0.23926 -0.81278 -0.09434 

TH 0.83137 -0.462558 -0.005364 

Tubidity 0.98925 0.050489 0.044021 

Na 0.88675 -0.058262 -0.179765 

K 0.38734 -0.30252 0.019735 

Ca -0.26126 -0.832955 0.200362 

Mg 0.96539 -0.110731 -0.051555 

SO4 0.9712 0.129765 0.005884 

HCO3 0.86409 -0.383777 -0.143256 

CO3 0.85077 -0.361762 -0.164324 



 

197 
 

Cl 0.97747 0.054821 0.092481 

NO3 0.9103 0.245933 0.081387 

PO4 0.74983 -0.099838 -0.390657 

Eigen value 13.1961 4.68533 1.384 

% Total variance 54.98383 19.52221 5.76666 

Cumm. EigenValue 13.1961 17.88143 19.26543 

% Cumm. Variance 54.98373 74.50594 80.27261 

 

associated with the crystalline rocks of the area include Ca-plagioclase, orthoclase, amphiboles and biotite and the 

general reaction for the weathering of silicate rocks with carbonic acid can be written as: 

   (Na,Ca,Mg)silicate + CO2 +H2O = H4SiO4 + HCO3
- + Na+ + Ca2+ +Mg2+ + Clay Minerals     (3) 

Factor 2 (Temp., K+ and SO4
2-) accounts for 24.6% of data variance. The level of K+ is much less than Na+ in the 

analysed samples. The excess of Na+ over K+ is expected because during continental weathering, Na+ turns out to be 

more mobile than K+ and dominates in natural waters.  The loading of SO4
2- in the group may suggest environmental 

and hydrological controls by the oxidation of sulphide minerals such as pyrite. It is because there are reported 

occurrence of pyrites and other sulphide minerals within the Benue trough (Petters, 1982). The SO4
2- in the ground 

waters could also be sourced from associated gypsum minerals especially in the shale area. Temperature is very 

important factor in chemical weathering processes and its inclusion in this factor grouping supports the 

interpretation. 

Factor 3: (NO3
-, pH, DO) accounts for 15.4% of the data variance. The high loading of NO3

- and pH may suggest 

anthropogenic inputs into the ground waters from fertilizer application, animal waste and domestic sewage. The 

NO3
- has no apparent lithological source in the study area and it may be associated with surface run-off of nitrate 

fertilizer from farmlands or atmospheric inputs. The NO3
- is responsible for the relatively low pH in some samples 

in the presence of DO. Indications are that most if not all of the high NO3
- concentrations are derived from 

anthropogenic and atmosphere precipitation. 

Conclusions 

The study evaluated the hydrochemical characteristics of surface water and groundwater in parts of the Middle 

Benue Trough, to know their suitability for various uses. Therefore, the concentration levels of some selected 

physico-chemical parameters (Total hardness, temperature, EC, pH, turbidity, Ca2+, Mg2+, Na+, K+, Cl-, SO4
2-, 

HCO3
-, CO3

2-, NO3
-, and PO4

3-) and E-coli counts of the water resources in the area were determined. 

Hydrochemical and statistical reduction methods have been used to investigate the ground water resource of Benue 

State, North Central Nigeria. Results show that the water is slightly acidic, of low mineralization and dissolved 

solids and generally dominated by CaMgHCO3 and CaMgSO4 types with a little mixture NaHCO3 water type. Gibbs 

plots show that the dissolved solids are mainly products of weathering. Application of R-mode factor analysis 

indicate a 3 factor model showing that the main components of the water characteristics are related to hydrological, 

lithological, anthropogenic and environmental controls. Generally, the hydrochemical parameters satisfy WHO 

standard for domestic, agriculture and other industrial uses (except for pH, TH) requiring usual treatments such as 

filtration and disinfection. It recommended that this investigations would be most meaningful if an isotopic 

composition of the ground water is incorporated during future studies. 
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Abstract 

This study attempts to assess and compare the vulnerability to landslides in Orumba North by integrating remote 

sensing, geographic information system (GIS), and the fuzzy analytical hierarchy process (Fuzzy AHP). The 

conditioning factors that predetermine landslide movements include: slope, rainfall, elevation, curvature, land use 

and land cover (LULC), normalized difference vegetation index (NDVI), and proximity to streams and roads, which 

were used for the assessment. Through fuzzy-AHP, these factors were assigned weighted importance based on 

expert judgement and environmental conditions, the defuzzification process converted the fuzzy weights into crisp 

value for precise evaluation these crisp value was used to rank the factors based on their relative importance. The 

defuzzified weights, was used to produce a landslide vulnerable map by classifying the study area into four 

susceptibility levels; low, moderate, high, very high. From the result, it was observed that urban areas (78%) such as 

Oko, Nanka, and Ajalli exhibit higher vulnerability to landslide due to intense human activities which includes 

construction, deforestation, and poor drainage management. The rural areas(22%) like Ufuma and Omogho are 

largely affected by natural factors such as steep slope, agricultural practices, leading to significant but less human 

induced susceptibility. Geospatial assessment of the susceptibility map produced offers valuable knowledge for local 

planner and decision makers to identify high risk area, particularly those in urban centers with higher developmental 

pressure.Targeted efforted can be made to improve land use planning, drainage system and slope stabilization.  

Keywords: Geospatial, Remote Sensing, Fuzzy- AHP, Hazard, Urban and Rural. 

Introduction 

Landslide is one of the destructive geological processes which pose significant threats to lives, infrastructure, and 

the environment, particularly in regions with steep slopes and high rainfall. In Nigeria, southeastern states are 

particularly vulnerable due to their unique geomorphological, climatic, and human activities (Okoro et al., 2023) it’s 

a prominent type of mass wasting and prevalent environmental hazards. Orumba North Local Government Area, 

located in southeastern Nigeria, has witnessed recurrent landslides, leading to substantial economic losses and 

environmental degradation. Integrating remotely sensed data ensures accurate and timely spatial assessments, while 

the Fuzzy-AHP technique provides a robust decision-making framework by incorporating expert judgments with 

uncertainty management (Adebayo et al., 2022).These geo-hazard often result from the interplay of various natural 

and anthropogenic factors, including geological conditions, slope stability, rainfall intensity, land use changes and 

seismic activities. The combination of these geological features and anthropogenic activities, such as deforestation 

and improper land use, contributes to frequent landslides in the area. 

The complexity and variability of these factors make landslide susceptibility assessment crucial for effective risk 

mitigation and land use planning. Geographic information systems (GIS) and remote sensing technologies have 

emerged as indispensable tools in this regard, enabling researchers to analyze spatial datasets, identify potential 

hazard zones and develop predictive models. GIS serves as a platform for integrating diverse datasets such as 

topography, geology, hydrology, land use to produce landslide susceptibility maps. These maps are often derived 

through heuristic, statistical methods that analyze the relationships between landslides and their causative factors 
(Lee and Pradhan, 2007). Remote sensing complements GIS by providing up to date, high resolution imagery and 

terrain data, which are essential for detecting land cover changes, identifying geomorphic features and deriving 

critical parameter such as slope, aspect, curvature, elevation, lineament (Chen et al., 2022). The integration of 

geographic information systems (GIS), remote sensing technologies, and advanced multi-criteria decision-making 

frameworks fuzzy-AHP offers a robust approach to identifying and mapping landslide-prone areas.This study adopts 

geospatial technologies and Fuzzy-AHP to develop a landslide vulnerability map for the urban and rural regions of 

Orumba North. 

mailto:ebenezerkudamnya@unical.edu.ng


 

200 
 

Description of the Study Area 
Orumba North is situated in Anambra State, southeastern Nigeria, and lies between latitudes 6°38'N and 6°53'N and 

longitudes 7°12'E and 7°28'E. The region covers an approximate area of 580 square kilometers and exhibits a mix of 

urban and rural settlements. The area is characterized by undulating terrain, with elevations ranging from 100 to 500 

meters above sea level. 

Geologically, Orumba North is part of the Anambra Basin, a sedimentary basin in southeastern Nigeria. The basin, 

formed during the Late Cretaceous, is dominated by sequences of shale, sandstone, and siltstone. The geological 

formations and their ages, along with their influence on landslide susceptibility, are summarized in Table 1. 

Table 1: Stratigraphic formations, age and their influence on landslide 

 

Fig.1. Map of the study location 

 

Stratigraphic 

Formation 
Geological Age Influence on Landslide Susceptibility 

Nanka Sands Paleocene-Eocene 
Unconsolidated sands and clay layers reduce slope stability, 

increasing landslide risks during heavy rainfall (Ezenwa et al., 2021). 

Imo Shale Paleocene 
Fine-grained shales are prone to erosion and water retention, 

weakening slopes (Nwankwo et al., 2023). 

Ogwashi-Asaba 

Formation 
Oligocene-Miocene 

Alternating sands and clays can lead to differential erosion, affecting 

slope stability (Adeoye & Balogun, 2024). 
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Methodology 

Thematic maps were produced in for elevation,slope, rainfall, aspect, relief, curvature, and proximity to roads, 

proximity to streams, land-use/land-cover, and NDVI (Normalized Difference Vegetation Index). Also, the work-

flow presented (Fig. 2) was used to perform GIS processes that produced the final landslide vulnerability map in the 

study area. 

 

Fig. 2:Work-flow of vulnerability mapping of Orumba North 

Discussion  

This study comprehensively assessed landslide vulnerability in Orumba North, by adopting GIS techniques using 
multiple influencing factors. These factors include slope, aspect, relief, curvature, elevation, and proximity to roads, 

proximity to streams, land use/land cover, and NDVI (Normalized Difference Vegetation Index). Each factor was 

analyzed to determine its role in landslide vulnerability and its spatial distribution across the study area. 

The elevation and slope analyses revealed that higher elevations and steep slopes, primarily in the northern and 

eastern parts of Orumba North, are more susceptible to landslides. This finding is consistent with the literature, 

which identifies steep slopes as critical contributors to slope instability. Proximity to streams demonstrated that 

areas closer to water bodies, particularly in the southern and central regions, face heightened risks due to potential 

undercutting and erosion. Similarly, areas near roads were found to be vulnerable, primarily due to anthropogenic 

activities such as road construction and deforestation, which destabilize the soil. Land use and NDVI analyses 

further emphasized the role of vegetation in mitigating landslides. Non-vegetated and sparsely vegetated areas, 

especially in the central and southern parts, exhibited higher susceptibility due to reduced root reinforcement. 
Conversely, moderately vegetated zones were found to be less prone to landslides. The integration of these variables 

through weighted overlay techniques facilitated the development of a detailed landslide vulnerability map, which 

categorized the region into very high, high, moderate, and low-risk zones. 

The final landslide vulnerability map (Fig. 3) highlights specific areas of concern. The very high-risk zones, 

covering approximately 28% of the study area, are concentrated in regions such as Oko, Nanka, and Ekwulobia. 

These areas are characterized by steep slopes, proximity to streams, and sparse vegetation. High-risk zones, 

accounting for 32% of the area, are located in the central parts, including Ufuma and Ndikelionwu, where moderate 

slopes and sparse vegetation are prevalent. Moderate-risk zones (25% of the area) and low-risk zones (15% of the 

area) are distributed across the southern and northern parts, where terrain and vegetation conditions are relatively 

stable. 
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Fig. 3: Landslide vulnerability map of Orumba North 

Conclusion 

The study demonstrates the effectiveness of integrating geospatial techniques and multi-criteria analysis to assess 

landslide vulnerability. The findings provide a valuable framework for land-use planning, disaster management, and 

environmental conservation in Orumba North. By identifying high-risk zones and their associated factors, this study 

offers actionable insights for mitigating landslide risks, emphasizing the importance of preserving vegetation, 

regulating anthropogenic activities, and improving drainage systems.  
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Abstract 

Measurements of indoor radon concentration levels during wet and dry seasons in some Local Government Areas of 

Cross River State Calabar Municipality, Calabar South and Yakurr were carried out. A digital radon detector was 

used for a tile, earth and concrete building floor. The average radon concentration readings for the dry and wet 

seasons for Calabar Municipality Calabar South and Yakurr were measured to be 0.310pCi/l and 0.26pCi/l, 

0.300pCi/l and 0.270pCi/l respectively. Also the average radon concentration levels for tile floor during dry and wet 

seasons were 0.230pCi/l and 0.130pCi/l respectively, while in concrete floor the average concentrations levels for 

dry and wet seasons were 0.273pCi/l and 0.300 pCi/l respectively. For the earth floor, the average concentration 

levels for dry and wet seasons were 0462pCi/l and 0.418pCi/l respectively. Hence, the average radon concentration 

levels for the dry and wet seasons in the entire locations were 0.320pCi/l and 0.280pCi/l respectively. A 

mathematical model was designed using the maple software and standard curves were obtained which were used to 

predict the indoor radon concentration level for a particular location of tile, concrete and earth building types for wet 

and dry seasons. The concentration levels of radon in these locations were far below the minimum permissible limit 

or threshold of 4 pCi/l as recommended by International commission of Radiological Protection. 

Keywords: Concentration threshold variations, permissible and digital  

Introduction 

The human environment is continually exposed to ionizing radiations such as radon resulting from natural 

radionuclides found within the earth’s crust and cosmic rays originating from outside the earth’s atmosphere 

(Inyanget al., 2016). These continuous exposure constitute risk to human health.Radon is a colourless radioactive 

gaseous element belonging to group 18 of the periodic table (that noble gases); it atomic number is 86; its relative 

atomic mass is 222 while its density is 9.73gdm-3. It has a melting and boiling points of -710C and -61.80C 

respectively. It is formed by decay of radium – 226 and undergoes alpha decay. It is used in radiotherapy. Radon 

occurs naturally, particularly in areas underlain by gamete, where it is thought to be a health hazard. As a noble gas, 

radon is practically merit, although a few compounds, For example, radon fluoride, can be made. It was first isolated 

by William Ransey and Robert Whytlav- Gray (1877-1958) in 1908. When radon gas is inhaled, densely ionizing 

alpha particles emitted by deposited short lived decay products of radon (218Po and 214Po) can interact with biological 

tissue in the lung leading to Deoxyrbonucleic Acid (DNA) damage cancer is generally though to require the 

occurrence at least one mutation and proliferation of intermediate calls that have sustained some degree of DNA 

damage available for the development of cancer (Lawrence, 2005). 

Radon is present in nature as the only gas found in the natural 238U radioactive decay series.It is a direct progeny of 

radium – 226 with a half –life of 3.82days. Two other isotopes of radon exist in nature and are members of the 232th 

and 235U natural decay series, they are thoron (320Rn) and action (219Rn) are far shorter than that of 222Rn (radon) and 

as such these isotopes are not as useful for environmental studies (Nezralet al., 2005). It has been recognized as a 

major cause of lung cancer and it was identified as a human lung carcinogen. Also available literatures about radon 

limits are based on foreign measurement and monitoring. There is therefore great need to research on indoor radon 

emanation, exhalation and inhalation in Nigeria based on the geology and climate of Nigeria. 

The aim of this study is to measure seasonal variation of radon concentration levels in tiles, concretes and earth 

building types in some parts of Cross River State, Nigeria.  

Study Area 

Three major locations namely Calabar South, Calabar Municipality and Yakurr. In each location 42 samples sites 

were identified. A seven-day reading per sites was obtained using the digital radon meter and this amounted to about 

294 day-readings in each location in both dry and wet season. 

mailto:azogorwilliam4@gmail.com
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Materials and Methods 

Materials 

A digital radon gas detector S/N 23022001580 produced by coventium Home Arthing, Oslo and assessmbled in 

Tunisia was used for insitu measurement of the indoor gas concentration levels. This digital device is self-calibrating 

each time measurement is to be taken for long and short term measurement. 

Sample sites  

The reading were obtained from Cross River State which lie between 428’N and 6055’N of the equator and 

longitude 7050’E and 018’E of the Greewich meridian at different locations such as Calabar Municipality, Calabar 

South and Yakurr. These geological formations are characterized by unique structural imprints.For a work of this 

nature before an accurate result could be obtained, monitoring has to be for seven days before reading will be 

displaced on the detector dashboard. Before the detector is set for use, the used button is pressed, the device 

revaluated itself to ensure that the results so obtained would be the same elsewhere under the same physical, 

environment, geological and meteorological conditions for standardization. 

Radon emanation  

Emanation of radon atoms is defined as the ejection of radon from the source material sometimes after the 

radioactivity decay of the parental radium isotope. Studies and modes of radon emanation have been performed by a 

number of research on the physical factors which affect its radon emanation such as soil moisture and porosity, pore 

size and number, radium concentration and distribution, grain size and shape, atmosphere and soil temperature 

pressure (Makkanen and Arrela, 2010, Baxeraset al., 2014, Morawska and Philip, 2014). 

Environmental radioactivity 

Environmental radioactivity is produced by radioactive materials in the environment and aquatic system since the 

formation of the earth, (Kraveret al., 2004). Radioactivity is the process by which an atomic nucleus of an unstable 

atom losses energy by emitting particle. It is stochastic process. 

Radon diffusion theory 

Fuck’s law of diffusion of gas through porous media covers radon migration through unstaturated, undisturbed rocks 

and soils (Nazaroff and Nero, 2008). 
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Where: C-Interstitial concentration of radon isotope in Bqm-3; X-Soil depth measured from the soil air interface in; 

-Radon isotope disintegration constant in per second (S-1); D-Diffusion coefficient of radon isotope in m25-1; R-

Percentage radium isotope’s activity concentration of the material in Bkg-1; P -Bulk density of material in kg m-3; 

E-Porosity of the material 

The resultant radon exhalation rate at the soil air interface can then be determined by  
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Where: H- Sample thickness in m; L- Diffusion length in m given by  

 DL         4 

Radon Exhalation Flux Density: The radon exhalation flux density coming from the earth surface can be described 

by the equation below  
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Where C is the radon concentration 
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Where D is the coefficient of Eddy diffusivity putting equ 6 into 5 we have 
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Where D is the radon decay constant integrating equation 7, we obtain the radon concentration. 
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Where: A and B are constants whose value will depend on the boundary conditions describing the real physical 

condition. It is possible to correlate the radon concentration of the soil – air interface, putting a condition on the 

radon flux itself, j(0) = , equivalent to 
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Equation 13 is able to predict the increasing concentration level while the mixing height decreases. At ground level, 

y = 0 
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Results 

The tables shows the radon concentration levels for Calabar Municipality, Calabar South and Yakurr for wet and dry 

season.The average radon concentration for Calabar Municipality and Calabar South in wet season was 0.11 pCi/l 

for a tile room, 0.27 pCi/l for a concrete room and 0.40pCi/l for a earth room and in the dry season(Table 1 and 2). It 

was obtained that the average radon concentration for a tile room was 1.64pCi/l, for concrete room it was 2.56pCi/l, 

while for the earth room it was 3.28pCi/l. From Table 3, the results for the radon concentration level for Yakurr and 

it envious shows that for a tile room 0.139pCi/l, for a concrete room 0.318pCi/l and for an earth room 0.427pCi/l. 

Table 1 

Radon concentration levels of different locations in Calabar Municipality and Calabar South in wet season as at 

May, 2016-October, 2016 

s/n          Location Building type Radon Concentration Level (pCi/l) Room Volume (m3) 

1 A Tiled 0.08 48.47 

2 B Concreted 0.29 48.47 

3 C Tiled 0.1 47.13 

4 D Earthened 0.39 40.2 

5 E Concreted 0.3 100.15 

6 F Tiled 0.12 136.68 

7 G Tiled 0.15 136.68 

8 H Concreted 0.4 107.13 

9 I Concreted 0.35 50.6 

10 J Earthened 0.5 51.72 

11 K Earthened 0.52 48.6 

12 L Earthened 0.39 41.22 

13 M Tiled 0.1 48.27 

14 N Concreted 0.2 48.2 

15 O Tiled 0.09 136.68 

16 P Earthened 0.3 100.15 

17 Q Earthened 0.4 53 

18 R Tiled 0.13 60.73 

19 S Concreted 0.18 65.71 

20 T Concreted 0.18 72.3 

21 U Tiled 0.15 75.4 

 

Discussion  
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Table 1 and 2 showed that radon exhalation is highest in the earth room and smallest in the tile room because the 

particles of soil is most compacted in the tile room and least compacted in the earth room. It always observed that 

radon exhalation is highest in dry season because of the conditions of diffusion. During wet season the exhalation 

and diffusion of the gas is poor. This is because probably the gas is dissolved by moisture and the conditions for 

diffusion of the gas is poor.The average radon concentration for dry and wet season for Calabar Municipality 

Calabar South and Yakurr were obtained. Also the average radon concentration levels for tile floor, concrete floor 

and earth floor were obtained for wet and dry season. 

 

Table 2 

Radon concentration levels of different locations in Calabar Municipality and Calabar South in dry season as at 

November, 2016-April, 2017 

s/n Location Building Type Radon Concentration Level (pCi/l) 
Room Volume 
(m3) 

1 A TILED 0.2 52.71 

2 B Concreted 0.37 60.7 

3 C Tiled 0.35 60.72 

4 D Earthened 0.53 49.75 

5 E Concreted 0.6 60.71 

6 F Tiled 0.23 131.32 

7 G Tiled 0.4 85.75 

8 H Concreted 0.53 81.32 

9 I Concreted 0.21 138.4 

10 J Earthened 0.22 70.11 

11 K Earthened 0.48 80.32 

12 L Earthened 0.2 150.11 

13 M Tiled 0.15 155.1 

14 N Concreted 0.14 80.13 

15 O Tiled 0.39 70.1 

16 P Earthened 0.37 151.33 

17 Q Earthened 0.14 140.22 

18 R Tiled 0.16 67 

19 S Concreted 0.35 87.4 

20 T Concreted 0.17 160 

21 U Tiled 0.1 160 

 

Conclusion 

Radon concentration level for different building types showed that the exhalation rate in earthen building was the 

highest followed by concrete building, then the tile building. Hence, in terms of safety, the tile building is safer to 

dwell in because radon is highly radioactive. 
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Abstract 

Pebble morphometry of unbroken quartz pebbles collected from the basal section of Awi Formation exposed within 

the Calabar Flank, southeastern Nigeria was studied for paleoenvironmental reconstruction. The pebbles were 

selected from 4locations across theAwi Formation. Morphometric studies carried out involved the measurement of 

the three orthogonal axes (long, intermediate and short), determination of their corresponding roundness, flatness 

indices and elongation indices for no less than 200 pebbles. The depositional processes responsible for shaping the 

pebbles and the environment that prevailed during past geological times were characterised. The results show that 

the pebbles are sub-rounded to sub-angular and predominantly compact-bladed. The mean values for the following 

morphometric parameters: Flatness index, elongation ratio, maximum projection sphericity index and oblate-prolate 
(OP) index are 0.57, 0.78, 0.74 and 15.65 respectively. The results wereintegrated with deductions from bivariate 

plots of roundness against elongation ratio and sphericity against OP index. Both plots indicatedpaleo-depositional 

environment of the conglomeratic sandstones in a fluvial setting with subordinate transitional marine setting (littoral 

influence). With the integration of these observations (e.g. pebble imbrication, sediment stratification, grading style), 

a typical fluvial paleoenvironmental setting is suggested. The geology of the hinterland areas where sediments are 

sourced contributes largely to the materials at the depocenter. It is possible that the jointing, faulting, sheeting and/or 

exfoliation of the rocks of the Precambrian Oban Massif, which is believed to be the principal source of the 

sediments (provenance), also accounts for the abundance of vein quartz in the chosen area of this study. More 

importantly, besides the significance of pebble morphometry in deciphering paleoenvironments, it also gives clues 

for potential sites of ore bodies, concentrating them as placer deposits. 

Keywords: Morphometric parameters; bivariate, conglomerates; paleoenvironmental reconstruction; fluvial setting; 

elongation ratio. 

1. Introduction 

The significance of textural characteristics of sediments as an invaluable tool for characterizing both depositional 

processes and environment of deposition is well established (Visher 1965; Miall 1985; Essien et al 2016; Miall 

2016; Okon and Ojong 2019; Okon et al 2021). The conditions of deposition are well recorded in sedimentary 

packages and in cases where erosion is not of immense significance, information regarding sedimentation is easily 

reconstructed using facies analysis. These reflect the assemblages of individual lithofacies elements and other 

associated geomorphic elements such as channels and bars.  The log motif depicted in the vertical profile is often 

used in concert with the morphology of the channels to carry out interpretation of characteristic depositional 

environment.The Awi Formation, the oldest known sedimentary deposit in the Calabar Flank, is composed 

principally of para-conglomerates, cross bedded arkosic sandstones and mudrocksbelonging to the basal section of 

the sedimentary succession of the Calabar Flank, southeastern Nigeria (Okon, 2015). 

The study of the sedimentological attributes of the facies succession of the Awi Formation has aided 

paleoenvironmental interpretation while the integration of geochemistry of the sediments has facilitated provenance 

determination (Boboye and Okon 2014; Okon 2015). Among the series of approaches used in carrying out 

paleoenvironmental analyses of any given sedimentary sequence, textural analyses (Awasthi, 1970; Friedman 1979; 

Inyang and Enang, 2002; Essien and Okon, 2016), analysis of fossil contents (faunal and floral) in the rock unit 

(Nyong and Ramanathan 1985; Akpan and Ntekim 2004; Itam et al 2016), analysis of traces made by organisms that 

lived on/within the sediments (Akpan and Nyong 1987; Pemberton et al 2012), and geochemical proxies (Amajor 

1987; Tijani et al 2010;Okon, 2015; Ibe and Okon 2021) are important, to mention a 

few.Paleoenvironmentalanalysis refers to the study or use of ancient geological materials (rocks) to unravel the 

environment of depositional which they were deposited and the results have greatly aided interpretations from basin 

analysis to identification of valuable placer deposits (Okon et al 2018). This study focuses on the conglomerate 
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facies of the Awi Formation and its significance in characterization of the energy of depositing medium, possible 

environment of deposition and indication of where placer deposits may be investigated further. 

2. Study area description 

The study was carried out within the Calabar Flank, southeastern part of the Benue Trough. The basin is underlain 

by horsts and graben structures and has a NW-SE trending structural orientation (Nyong and Ramanathan, 1985). 

Fluvial sediments within the Calabar Flank are restricted to the Awi Formation, predominantly clastics, ranging in 

size from coarse grains to mud class.The area under investigation is delimited to the west by the Ikpe platform and 

to the east by the Cameroon Volcanic Line. To the south, the Calabar hinge line separates it from the north-eastern 

portion of the Niger Delta (Fig. 1). Its origin is closely associated with the breakup and subsequent separation of 

Africa and South America about 120-130Ma ago (Murat, 1972). Sedimentation in the Calabar Flank commenced 

with the deposition of fluvio-deltaic clastics (Awi Formation) of Neocomian-Aptian age unconformably on the 

Precambrian crystalline basement complex rocks of the Oban massif. This is succeeded by the shallow marine 

Mfamosing Limestone, the deeper marine Ekenkpon Shale, New Netim Formation and the Nkporo Shale (Fig 2). 

 
Fig 1. (a) Sketch of southern Nigeria showing the major tectonic elements and geographic location of Calabar Flank; 

(redrawn fromNyong and Ramanathan 1985) (b) Stratigraphic subdivision of the Calabar Flank (after Okon et al 

2017). 

3. Materials and Method 

Road cut sections of the Awi Formation exposed along CalabarItu Highway, OkoyongUsangAbasi-Njagachang 

road, Abiati area and near Ewen community were instrumental to sample collection and analyses for this study. The 

conglomerates constitute a significant member the basal section of the Awi Formation (Fig 3a-b) and present a non-

conformity between the basement rocks of the Oban Massif in the Calabar Flank (Okon et al 2017). The visited 

outcrops were properly logged and described (Fig. 3c). At each location, 50 unbroken quartz pebbles were collected 

in 5 batches of 10 each. The analysis was carried out with the mean form of at least 10 pebbles taken from each 

sampling station. In each case, 5 sets per sample location representing 50 pebbles for the four locations visited. The 

measured parameters were subjected to statistical and mathematical treatments as presented in the rations in table 1. 
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Figure 3. (a) Matrix – supported conglomerates showing clast imbrication; (b) admixture of brecciated rock units 

with sub-rounded pebbles; (c) Lithologic log for the studied samples 

Table 1.Formulae used for statistical computation of pebble morphometric parameters 

 
 

4. Results and discussion 

The result for the mean pebble morphometric parameters is presented in Table 2. The pebbles are massive,matrix 

supported and crudely bedded, withclasts diameter ranging from 2.63 – 3.40 cm. The sorting is poor and pebble 

grains are weakly imbricated, with brecciated ferruginized layer admixed with sub-rounded pebbles (see Figs 3a-b). 

These features suggest lag deposits andconform to Miall(1978) facies classification “Gm”.Regarding the 

clastssphericity, roundness and “Oblate – Prolate” Indexes, the parametric values of an average of 10 pebbles was 

used in the analysis (Sneed and Folk 1958). This formula was adopted because it was established comparing the 

volume of the particle with its maximum projection area which naturally opposes the direction of motion. The 

results show that the pebbles are sub-rounded to sub-angular and predominantly compact-bladed (Fig 4). Shape 

indices as paleoenvironmental indicators of quartzite rich rocks have been the subject of considerable discussions 

among experts (Els, 1988; Lorang and Komar, 1990; Illenberger and Reading, 1993), and the result have greatly 

aided interpretations from basin analysis to identification of valuable placer deposits. The mean values for the 

following morphometric parameters: Flatness index, elongation ratio, maximum projection sphericity index and 

oblate-prolate (OP) index are 0.57, 0.78, 0.74 and 15.65 respectively. The various parameters obtained in the pebble 

morphometric analysis together, with the different bivariate scatter plots have shown that the depositional 

environment of the basal of the section of the Awi Formation is predominantly influence by fluvial processes with 

beach / littoral influence (Figs 5a-b; Figs 6a-b) (Lutig, 1962; Okon et al 2019). 
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Table 2. Result for the mean values of 20 batches of pebble morphometric parameters for AwiFormation 

 

 
Figure4. Sphericity-form diagram for particle shapes (after Sneed and Folk 1958) – majority of the samples plot 

under compact bladed pebbles 

 
Fig 5. (a) Plot of sphericity against OPI (fields after Dobkins and Folk, 1970); (b) Plot of flatness index (FI) against 

maximum projection sphericity index (fields after Stratten 1974) 
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Figure 6. (a) Field photo showing fining upwards succession in the Awi Formation with the conglomeratic facies of 

the Awi Formation at the base; (b) Environmental determination chart (modified after Sames 1966).  

The sediments along the transect show energy setting associated with a mix of high and relaxed energy at different 

times during depositional process, establishing conditions for selective gravitational sorting of the sediments, 

allowing for the possible concentration of placers of economic interests at various depocenter. In such cases, 

transient placer deposits (alluvial-colluvial and placers and fluvial placers) are the most likely targets for 

mineralization. These sediments are typically deposited by traction currents as bedloads and as bed contact loads and 

this interpretation is justified by their accumulation in different bedforms. 

Conclusion 

In this study, pebble morphometric analysis has aided the determination of paleoenvironments prevalent during the 

deposition of the basal conglomerates of Awi Formation. The depositional processes (abrasion conditions) 

responsible for shaping the pebbles were characterized from the study of the clasts morphology and their imbrication 

azimuth. Fluviatile process with some overlapping littoral influence has been shown to be responsible for the 

variation in clasts morphology of the para-conglomerates (matrix-supported) of Awi Formation. It is possible that 

the jointing, faulting, sheeting and/or exfoliation of the rocks of the Oban Massif, which is believed to be the 

principal source of the sediments (provenance), also accounts for the abundance of vein quartz in the area which was 

eventually adapted for this study. The recent mining activities at the southern fringes of the Oban Massif, involving 

gold extraction from active recent drainage channels suggests that some paleo-channels may form targets for gold 

exploration if proper attention is given to studies of this nature. This hypothesis is yet to be tested but is drawn from 

the fact that the rocks from where the gold grains are mined pre-date the Awi Formation and studies have shown that 

the provenance of the Awi Formation is the nearby Oban Massif rocks. This forms a template for further research 

in the area, especially geared towards testing the outlined hypothesis. 
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Abstract 

The increasing release of toxic gases (AsH₃, NH₃, PH₃, and SbH₃) from industrialization and fossil fuel combustion 

poses serious health risks. This study explores the adsorption capability of Tin-doped Yttrium-encapsulated 

fullerene (Sn-Y@C₈₀) using DFT/M06-2X/GEN/Auto/LanL2DZ/Def2-SVP computational methods. Structural 

changes were observed upon adsorption, the energy gap falls within a close range of (2.067–2.069 eV), making it 

suitable for semiconductor applications. The adsorption followed a chemisorption mechanism, with adsorption 

energy in the order PH₃ < AsH₃ < SbH₃ < NH₃, where NH₃ had the highest (-3.1690 eV). PH₃ showed the shortest 

recovery time (182.72s), making Sn-Y@C₈₀ highly efficient for PH₃ detection. The material's moderate recovery 

time for other gases suggests its potential for future gas sensor applications. 

Keywords: Fullerene, adsorption, QTAIM, sensor mechanism, recovery time, DFT 

1.0 Introduction 

Gas pollutants such as PH₃, NH₃, SbH₃, and AsH₃ originate from industrial activities, chemical processes, and 

mining, posing significant risks to human health(Ai-Taai and M ahammed, 2022), the environment, and industrial 

operations. These toxic gases contribute to air pollution, leading to respiratory issues, poisoning, and climate change 

effects. Therefore, effective detection and management of these gases are crucial for environmental safety. 

Nanomaterials, including carbon nanotubes, metal oxides, and graphene, have gained attention for gas sensing 

due to their high surface area, selectivity, and sensitivity. Nano-based sensors, which interact with target gas 

molecules and produce measurable signals, have been developed for air quality monitoring and gas leakage 

detection(Agache et al., 2022). However, challenges such as high costs and equipment size hinder their widespread 

adoption. Advances in doped nanotube materials, UV light activation, and gas adsorption mechanisms 

(chemisorption and physisorption) offer promising solutions for improving gas sensing performance.Fullerenes, a 

class of carbon allotropes, exhibit unique electronic, chemical, and thermal properties, making them ideal for gas 

sensing applications. Studies have demonstrated the effectiveness of C₆₀, C₇₀, and C₈₀ fullerenes in adsorbing toxic 

gases.  

This study explores the Tin-doped Yttrium-encapsulated fullerene (Sn-Y@C₈₀) nanostructure for gas 

adsorption. Yttrium was chosen for its large atomic radius and metallic characteristics, while Tin was used for its 

high electronegativity and catalytic properties. The combination of these elements is expected to create diverse 

adsorption sites, enhancing selectivity and catalytic activity. The study employs Density Functional Theory (DFT) 

to analyze the structural geometry, electronic properties, adsorption energy, and sensor mechanisms of this modified 

fullerene for toxic gas detection. 

2.0 Computational Methodology 

All computational calculations were performed under the framework of the density functional theory (DFT). 

Employing the Gaussian 16 program (Dennington et al., 2016) together with the GaussView 6.0.16 graphical user 

interface (Walker et al., 2013), sketching and optimizations of molecular structures were performed. The M06X-2X 

functional (Chiodo et al., 2006) has been known for accuracy and precision among the hybrid DFT functionals. 

Hence it is used in the present investigation. Due to the presence of heavy metals (Sn and Y), the LANL2DZ (Los 

Alamos National Laboratory 2 Double-Zeta), developed by Hay and Wadt was used specifically for the metal atoms 

(Mohammedi et al., 2023). For the prediction of adsorption phenomena, this M06X-2X/Gen/Auto/LanL2DZ 
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computationalmethod has been known for delivering to the nearest accuracy. All molecular structures have been 

sketched and visualized prior to optimization using GaussView 6.0.16 software.To investigate the influence of 

adsorption on the morphology of the tailored molecule,structural geometry optimization was carried out.  The 

adsorption energy, structural geometry, quantum description and weak interaction studies have been carried out via 

geometry optimization processes. The energy of the complex formed werecomputed using the Equation (1). 

𝐸𝑎𝑑 = 𝐸𝐶𝑜𝑚𝑝𝑙𝑒𝑥 − (𝐸𝑆𝑢𝑟𝑓𝑎𝑐𝑒 + 𝐸𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑒)       (1) 

Where  𝐸𝑎𝑑 is the adsorption energy, 𝐸𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑒 is the energy of the adsorbate, 𝐸𝑆𝑢𝑟𝑓𝑎𝑐𝑒   energy of the molecule, and  

𝐸𝐶𝑜𝑚𝑝𝑙𝑒𝑥 energy of the complex respectfully. The multiwfn 3.7 program was employed for the calculation of the 

non-covalent interactions (NCI) and quantum theory of atoms-in-molecules (QTAIM), then visualized using the 

visual molecular dynamic (VMD) software package. The Chemcraft 1.6 Software Programwas used to generate the 

HOMO-LUMO plots and visualized the molecular structures of the gases. The NBO was computed using the NBO 

using the NBO package embedded in the Gaussian software. 

3.0 Result and Discussion 

3.1 Electronic Properties 

 

The results of an electronic property investigation are pertinent in estimating and determining the electronic 

property of any system. This investigation includes various parameters such as ionization potential energies, 

softness, electron affinity and chemical hardness amongst others (Akman et al., 2022). Ionization potential (IP) is 

the required energy needed for an electron to move from ground state to excited state (when an atom gain an extra 

electron). Using the Koopman’s theorem postulated by the Tjalling Koopmans, the highest occupied molecular 

orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) values can be extracted and used in 

determining the charge potential and differences (Liu et al., 2023). The HOMO-LUMO in this investigation was 

calculated using the Equations 2 - 7(Timothy et al., 2023)and the results are shown in Table 3. 

IP = −𝐸HOMO           (2) 

𝐸𝐴 = −𝐸LUMO           (3) 

𝜂 = 1
2⁄ (𝐼𝑃 − 𝐸𝐴) =

𝐸LUMO−EHOMO

2
        (4) 

𝜇 = − 1
2⁄ (𝐸HOMO + 𝐸LUMO)         (5) 

𝑆 =
1

2η
=

1

𝐼𝑃−𝐸𝐴
=

1

ELUMO−EHOMO
         (6) 

Electrophilicity index (ω), was calculated using the equation given as thus: 

𝜔 =
𝜇2

2η
            (7) 

Where the ionization potential, electron affinity, chemical hardness, chemical potential, chemical softness, 

and electrophilicity index are denoted by IP, EA, ⴄ, µ, S, and ω respectively. Also, it is important to know that the 

EHOMO and ELUMO are the energies of HOMO and LUMO respectively. For the complexes Sn-Y@C80, AsH3-Sn-

Y@C80, NH3-Sn-Y@C80, PH3-Sn-Y@C80,and SbH3-Sn-Y@C80, the energy gap values are 2.025 eV, 2.069 eV, 

2.068 eV, 2.067 eV and 2.068 eV, respectively. When compared to its counterparts, AsH3-Sn-Y@C80complex has 

the largest energy gap, which tends to indicate low conductivity and chemical stability. In contrast, SbH3-Sn-

Y@C80complex was observed to hold the lowest energy gap, with a difference of 0.002 eV. When Sn_Y@C80 

interacted with SbH3 at the Stibine site, there was a discernible decrease in the energy gap. This could have been 

caused by the interaction's dual effects of a simultaneous rise in the LUMO energy and a decrease in the HOMO 

energy. A system tends to be more reactive and less stable when its chemical hardness value is lower, and vice 

versa. Table 3 shows that SbH3-Sn-Y@C80has the lowest chemical hardness (1.033 eV) and the highest 

electrophilicity (28.038 eV), indicating a more reactive and sensitive as compared to their studied counterparts. The 

HOMO-LUMO plots before and after adsorption were shown in Figure 4. 
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Table 3. The quantum chemical descriptors (all units in electron Volt (eV) except chemical softness (S), which has a 

value of eV-1), calculated at the DFT/MO62X/Gen/AUTO/LanL2DZ computational method. 

    

 

Figure 4. The generated HOMO-LUMO plots of the complexes formed after adsorptions 

 

3.2Gasesadsorption on the Sn-Y@C80 molecule 

In order to ascertain the most stable adsorption configuration, energy minimization was first considered(Lu et al., 

2022). To determine the minimum energy configuration, the coordinated molecule have been optimized. The ability 

of Sn-Y@C80 molecule to detect Arsine (ASH3), Ammonia (NH3), Phosphine (PH3) and Stibine (SbH3) gas 

molecules was examined in this present section by looking thoroughly into the intricacy of gas adsorption from the 

adsorption energy.It is noteworthy to mention that the degree of the strength of the interaction existing between 

adsorbate and adsorbent can be understood via the adsorption energy(Zhao et al., 2022).Adsorption energy is also 

required in order to determine how closely an adsorbate is adsorbed by an adsorbent.  During adsorption, four 

distinct stable complexes were formed following: AsH3-Sn-Y@C80, NH3-Sn-Y@C80, PH3-Sn-Y@C80 and SbH3-Sn-

Y@C80 respectively. The high negative value of Eads shows a strong adsorption/interaction between the gas 

molecules (adsorbate) and the molecule (adsorbent). Mathematically, the adsorption energy has been calculated 

using the expression in Equation (1). The greater the magnitude of Ead, the stronger the adsorption, thereby leading 

Systems EHOMO ELOMO Egap IP EA μ η S ω ELF 

Sn_Y@C80 -6.434 -4.409 2.025 6.434 4.409 -5.421 1.013 0.493 14.505 -5.421 

AsH3_Sn_Y@C80 -8.681 -6.612 2.069 8.681 6.612 -7.647 1.035 0.483 28.250 -7.467 

NH3_Sn_Y@C80 -8.722 -6.654 2.068 8.722 6.654 -7.688 1.034 0.483 28.580 -7.688 

PH3_Sn_Y@C80 -8.687 -6.619 2.068 8.687 6.619 -7.653 1.034 0.483 21.854 -7.653 

SbH3_Sn_Y@C80 -8.644 -6.577 2.067 8.644 6.577 -7.611 1.033 0.483 28.038 -7.611 
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to a relatively better adsorbing property (Odeyet al., 2023). Table 5presents the results of the adsorption energy 

calculated for all the complexes,with all units in electron volt energy (eV). As a result of the negative adsorption 

energy, the gases adsorption is said to have chemisorbed on the tailored molecule [18]. Generally, the adsorption 

follows an increasing trend of: PH3-Sn-Y@C80< AsH3-Sn-Y@C80< SbH3-Sn-Y@C80< NH3-Sn-Y@C80. Greatest 

adsorption energy value of -3.1690 eV exhibited by NH3-Sn-Y@C80, whereas PH3-Sn-Y@C80 reflects the least 

energy of -0.7728 eV, indicating the strongest and weakest adsorption among the studied systems. The SbH3-Sn-

Y@C80 showcased a relatively higher energy than PH3-Sn-Y@C80 and AsH3-Sn-Y@C80, depicting a relatively 

stronger adsorption than the aforementioned complexes. In all cases, the studied molecule showcased a good 

adsorbent behavior towards the adsorption of the labelled gases. 

Table 5. Computed adsorption energy results for the four complexes calculated at 

DFT/MO62X/Gen/AUTO/LanL2DZ computational method. 

 

 

 

 

 

 

 

 

3.3 Visual Study 

3.3.1 Reduced density gradient (RDG) 

The non-covalent interaction(NCI) study (Sukanya et al., 2022) to effectively analyze and distinguish the 

interactions identified between the nano-materials and to comprehend the kinds of non-covalent interaction once the 

complexes have been architecturally imaged. The NCI makes use of the second eigenvalue of the Hassian matrix 

(λ2) and the electron density and its gradient (RDG), which are plotted and visualized in the Figure 5. The NCI 

investigation consists of compelling forces such as hydrogen bonds, electrostatic forces, and Van der Waals 

(repulsive forces), which offer important insights into the type and intensity of interactions within complexes and 

surfactant behavior (Lohith et al., 2022). In order to determine the non-covalent contact and how it impacts the 

capacity of the labelled gases to sense, the interaction between the Sn_Y@C80molecules was examined in this work. 

The NCI was envisioned and the 3D RDG plots were included in the assessment of the readings acquired by the 

VMD application. This type of contact is indicated by the colored region that resembles a loop around the molecules 

of AsH3, PH3 and SbH3. Moreover, the region colored blue denotes a strong attraction where it is seen that the 

second Eigen function ((λ2)ρ(r) < 0) is observed to be negative (Po, 2023). According to Bakhsh et al. (2023), the 

presence of repulsive forces of attraction is indicated by the red hue where the second Eigen function ((λ2)ρ(r) < 0) is 

positive, and has been displayed in green color where the second Eigen function  is equal to zero ((λ2)ρ(r) = 0). As 

shown in the picture below the iso-surface of AsH3-Sn-Y@C80, PH3-Sn-Y@C80 and SbH3-Sn-Y@C80is dominated 

by blue and red colors respectively, suggesting a stronger electrostatic force and less steric interaction.Furthermore, 

a stronger presence of attraction force is noticed in the complex NH3-Sn-Y@C80 due to the blue color dominated in 

the loop, while Sn_Y@C80 has no color around the loop region. From this result,AsH3-Sn-Y@C80, PH3-Sn-Y@C80 

and SbH3-Sn-Y@C80show the presence of strong attraction and repulsive force of attraction and are also with the 

potential to be used an adsorbent material. 

Complex EComplex EMolecule EGas Eads (H) Eads (eV) 

AsH3-Sn-Y@C80 -3056.012993 -3048.374689 -7.569567 -0.068737 -1.8704 

NH3-Sn-Y@C80 -3104.662600 -3048.374689 -56.171449 -0.116462 -3.1690 

PH3-Sn-Y@C80 -3391.163719 -3048.374689 -342.760631 -0.028399 -0.7728 

SbH3-Sn-Y@C80 -3055.280844 -3048.374689 -6.803633 -0.102522 -2.7898 
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Figure 5.The 3D RDG plots obtained from VMD visualizing the NCI among the studied systems 

3.3.2 Recovery Time 

Desorption or recovery time can be seen as a “reversible process” of adsorption. After an adsorbate has been 

adsorbed by an adsorbent, the recovery of the adsorbate becomes essential as the reusability of a sensor device 

depends on its recovery time. Oftentimes, shorter recovery time depicts that the adsorbent materials in question has 

the ability to desorb the adsorbate in the shortest possible time, and this is required for a good sensor material. 

Among the studied systems, PH3-Sn-Y@C80 has the least recovery time of 182.72 s, depicting that the adsorption of 

PH3 gas molecules on the Sn-Y@C80molecule will take about 3 minutes to desorb the gas from the surface. This is 

an indicative of excellent adsorption as it will make recovery effortless. Other systems show a relatively moderate 

recovery time of which desorption of gases upon adsorption will take couple of hours. 

Table 7. Summary of the results obtained for the charge transfer mechanism, FET, and E-back donation calculated 

at DFT/MO62X/Gen/AUTO/LanL2DZ computational method. 

Systems Qt (eV) ΔN (eV) %∆N percentage ΔE Back-donation Recovery time 

(τ) 

AsH3-Sn-Y@C80 1.567 -0.024 

 

-2.400 

 

-0.25875 3.29 x 1022 

NH3-Sn-Y@C80 3.265 -0.024 

 

-2.400 -0.2585 3.04 x 1046 

PH3-Sn-Y@C80 1.859 -0.023 

 

-2.300 

 

-0.2585 182.72 
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SbH3-SnY@C80 0.983 -0.022 

 

-2.200 

 

-0.25825 3.05 x 1039 

Note: The unit of Qt is in electron (e), ΔN is dimensionless, and the %ΔN has its unit in percentage. The ΔEback-donation has a unit of electron volt 

(eV). The recovery time has its unit in seconds (s). 

 

4.0 Conclusions 

In this study, fullerene C80 was modified, forming a newly tailored Sn-Y@C80molecular surface. This 

newly formed material has been examined via the density functional theory to inquire into the adsorption capability 

of the molecule. Various computational techniques such as the geometry optimization; the FMO and NBO analyses 

for the electronic properties; the AIM and NCI analyses for visual study; adsorption energy for the strength and 

phenomena of adsorption; and lastly the mechanism of sensing ranging from the charge transfer mechanism, 

electrical conductivity, fraction of electron transfer, electrical back-donation to the recovery time. Finally, after 

thorough analyses the following conclusions were drawn: 

1. The changes in the morphology of the molecule suggests that there is a stretch in the molecule upon 

adsorption. Also, the interaction distance lies in the narrow range of 2.616 to 2.870 Å. 

2. The energy gap falls within a close range of 2.067 to 2.069 eV, showing that the studied Sn-

Y@C80molecule is in considerable energy gap range for semiconductor towards the adsorption of 

AsH3, NH3, PH3, and SbH3. It was also noted that energy gap slightly increased upon adsorption. 

3. Generally, the adsorption follows an increasing trend of: PH3-Sn-Y@C80< AsH3-Sn-Y@C80< SbH3-Sn-

Y@C80< NH3-Sn-Y@C80, with the greatest adsorption energy of -3.1690 eV in NH3-Sn-Y@C80, and 

the least energy of -0.7728 eV in PH3-Sn-Y@C80, showcasing the strongest and weakest adsorption 

among the studied systems. 

4. All systems indicate a partial covalent bond type. Also, the λ1/λ3 values indicates the existence of a 

weak intermolecular force between the interactions. 

5. Least recovery time of 182.72 s is attributed to PH3-Sn-Y@C80, depicting that the adsorption of PH3 

gas molecules on the Sn-Y@C80molecule will desorb adsorbate from the surface in no time. This is an 

indicative of excellent adsorption as it will make recovery effortless. A relatively moderate recovery 

time (within a couple of hours) was observed among other systems. 
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Introduction 
The global demand for essential metals continues to rise, driven by increasing industrialization and population 

growth. This necessitates the exploration of new mineral deposits and the implementation of sustainable extraction 

practices. This study focuses on the geochemical analysis of Awi sandstone in the Calabar Flank, Southeastern 

Nigeria, examining its metal enrichment, provenance, and tectonic setting. The Awi sandstone is primarily 

composed of sand-sized silicate grains, with quartz as the predominant mineral due to its high weathering resistance. 

Geochemical analysis is crucial for understanding the sediment's origin, depositional conditions, and potential metal 

concentration (Ekpo et al., 2012; Boboye & Okon, 2014; Goswami & Deopa, 2018). The study employs advanced 

geochemical techniques to characterize the sandstones and assess their mineral potential, emphasizing the 

importance of their mineral composition for determining the types and quantities of economically viable minerals. 

 

Description of the Area 

The study area, the Calabar Flank, is located between latitude 5°0'0''N and 5°15'0''N, and longitude 8°15'0''E to 
8°30'0''E, surrounded by significant geological features including the Oban Massif and the Niger Delta (Figure 1). 

The Awi Formation, which comprises the Awi sandstone, is the oldest sedimentary deposit in this basin, 

characterized by a composition of immature arkosic sandstones and conglomerates with mudstone and shale 

interbeds (Nton, 1999). The Awi sandstone exhibits a thickness of approximately 50 meters and is underlain by the 

Basement Complex primarily composed of amphibolites. The geological history of the area indicates that the 

Calabar Flank formed during the Early Cretaceous rifting period, marked by fault systems that influenced sediment 

deposition. 

 

Materials and Methods 

Field materials utilized for this study included GPS devices, compasses, hand augers, sample bags, and markers. The 

laboratory work involved equipment such as mortars, pestles, sieves, and balances for sample preparation and 
analysis. Fifteen fresh sandstone samples were collected from various outcrops within the Awi Formation. Samples 

weighing between 30 and 50 kg were collected from a depth of approximately 1 meter. After drying, the samples 

were crushed and sieved, with the powdered samples sent to Activation Laboratories in Canada for geochemical  

 

 

FIG. 1: Geology and location of the Study Area 
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analysis using inductively coupled plasma mass spectrometry (ICP-MS). Data interpretation involved various 

discrimination plots and statistical analyses using software like Microsoft Excel and GCDkit to assess provenance 

and tectonic settings. 

Results and Discussion 

Major Oxide Geochemistry 

The geochemical analysis revealed that the Awi sandstones exhibit high levels of silicon dioxide (SiO2), ranging 

from 53.24% to 80.26%, with aluminum oxide (Al2O3) ranging from 12.03% to 17.56%. The low concentrations of 

iron oxide, magnesium oxide, and calcium oxide suggest that these sandstones primarily consist of quartz and 

feldspar. The analysis also highlighted a negative correlation between SiO2 and other oxides, indicating mineral 

crystallization processes (Manning, 2010; Hoogsteen et al., 2015) 

 

Metal Enrichment 

Trace metal analysis classified several elements as highly enriched, including barium (Ba), chromium (Cr), rubidium 
(Rb), and strontium (Sr) (Figure 2a,b,c, &d). The average concentrations of these elements indicate potential for 

hydrothermal mineralization processes, with spatial distribution maps revealing trends in metal concentration across 

the study area. The presence of enriched transition metals suggests contributions from mafic or ultramafic rocks. 

 

Rare Earth Element (REE) Geochemistry 

The Awi sandstones displayed a higher concentration of light rare earth elements (LREE) compared to heavy rare 

earth elements (HREE) (Figure 3). This distribution suggests preferential retention of HREE in heavy minerals 

during sedimentary processes, impacting the metal enrichment potential of the sandstone. 

 

Provenance and Tectonic Setting 

Geochemical plots, including TiO2 versus Zr and various discrimination diagrams, indicate that the Awi sandstones 
are derived from intermediate to felsic igneous rocks, specifically granodiorite (Figure 4a &b). The tectonic setting 

is characterized by a passive to active continental margin, reflecting the complex geological history of the region 

involving both extensional and compressional tectonics (figure 4). 

 

 

 

 

 

 

 

 

 

 

 

 FIG. 2a Geochemical map of Ba concentration (ppm) in 

the study area 
FIG. 2b Geochemical map of Cr concentration (ppm) in 

the study area 
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FIG. 2c Geochemical map of Rb concentration (ppm) 

in the study area 

FIG. 2d Geochemical map of Sr concentration (ppm) in 

the study area 
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FIG. 3. Spatial distribution patterns of REEs (ppm) from Awi Sandstones compared to Nkporo 

and Ekenkpon Shale (Adamu et al., 2020) 
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FIG. 4a. Major element Discriminant Function diagram 

for provenance (fields after Murali et al. 1983) 

FIG. 4b. Na2O+K2O vs SiO2 classification plot of 

plutonic igneous rocks (fields after Cox, 2013) 
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FIG. 5. Discrimination plot of log ratio of (K2O/Na2O) against SiO2(Roser and Korsch, 1988) 
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Conclusion 

The geochemical analysis of Awi sandstone reveals significant metal enrichment, particularly in 

barium, rubidium, and strontium. The sandstones primarily originate from granodiorite protoliths 

and are associated with both passive and active continental margins. This study underscores the 

potential of Awi sandstone as a source of economically viable minerals and highlights the need 

for further exploration in the Calabar Flank. 

Recommendations 

It is recommended to conduct detailed geochemical studies across different stratigraphic units in 

the Calabar Flank to better understand the distribution and concentration of metals. 
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ABSTRACT 
This study evaluates morphology, surface features, mineral inclusions, microbial weathering, and alloy compositions 

of panned alluvial gold grains recovered from (1) the Uneme-Dangbala drainage systems, and (2) the Lom river 
basin, both located within the Pan-African metasedimentary belts that define the mobile belt zone between the West 

African Craton and the Congo Craton, to infer their source rocks and the evolution of the gold grains in their 

depositional surficial environment. The Lom grains lack inclusions andthey possess secondary gold precipitates, as 

well as evidence of amalgamation and bacterial growth in crevices. Gold grains from the Igarra schist belt (Uneme-

Dangbala drainage) contain Bi-Te-bearing mineral inclusions such as hedleyite, sulphotsumoite, and aleskite with 

variable contents of Pb, S, and Au. Their well-defined shapes and sizes preclude a formation through exsolution 

from a gold alloy. Compositionally, the inclusions vary from Bi-Te-Pb-S, Pb-S-Bi-Te, Bi-Te-Au-Pb-S, Pb-S-Bi, Pb-

S, Bi-Te, Bi-Au to Au-Bi. The common occurrence of Bi-tellurides and Bi-in-gold particles provides evidence for 

gold formation through (1) a Bi-Te-collector process, and (2) Au scavenged by liquid Bi-bearing phases. The 

characteristic Bi-Pb-Te-S cluster revealed by the inclusions indicates an oxidized calc-alkaline magmatic-

hydrothermal origin. Thus, granitoids that intrude the metasediments or schists are the potential source of the 
hypogene gold mineralization. Gold from both schist belts, although derived from granitoids, has a different 

composition. The detrital gold particles from both areas correspond primarily to an Au-Ag alloy, although grains 

from the Lom basin reveal traces of Cu. They show gold finenesses that range from 684 to 995 (av. 884) in the 

Igarra schist belt and from 861 to 1000 (av. 925) in the Lom basin. This average fineness is lower than that of gold 

from studied orogenic deposits.  

Keywords:Lom, Igarra, Fineness, Craton, Metasediementary 

 

1. Introduction 

The Igarra (SW-Nigeria) and the Lom Series (E-Cameroon) schist belts are essentially Pan-African in age (Toteu et 

al., 2006) and have been the objects of sustained primary gold exploration for over a decade now. Primary 

exploration models have traditionally targeted the aureoles of the granitic bodies that intrude the country rocks in 

this area. Artisanal gold exploitation is rampant in both belts, although efforts to identify a primary target have not 

yet been successful. This has inspired this research study in which the nature/geochemistry of gold grain 

compositions across this vast mobile belt is in the focus in the hope of finding subtle but informative differences that 

might warrant re-orientation of the current exploration plan.Common gold exploration strategies usually involve the 

determination of the gold particle compositions and the mineral inclusions in them (Omang et al., 2015).  
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2.Geology  

2.1 Igarra schist belt 

The Uneme-Dangbala area is constrained within latitude 7
0

20’N and 7
0

30’N and longitude 6
0

10’E and 6
0 

20’E, and 

covers an area of about 100 sq. km. Detrital gold grains from the drainage systems were recovered from a tributary 

draining a catchment dominated by rocks of the so-called Igarra schist belt. The Igarra schist belt is part of the 

southwestern corner of the Nigerian basement complex which is part of the Neoproterozoic (650 ± 200 Ma) Trans-

Saharan Pan-African mobile belt (Caby, 1988). The N-S/NNW-SSE oriented Igarra schist belt is one of over thirteen 

schist belts that make up the Trans-Saharan Pan-African mobile belt (Dada, 2008). 

2.2 Lom Series schist belt 

The Lom Series - Longitude. 14
0

22’E and 14
0

44
'

E and Latitude. 6
0

9
’

N and 6
0

29
'

N. Gold grains from the Lom basin 

were recovered from a tributary draining a catchment dominated by rocks of the Lom Series (Fig. 2c, d). The Lom 

Series is part of the Central Cameroon Shear Zone (CCSZ), a SW extension of the Central African Shear Zone 

(Toteu et al., 2001, 2006). The basin is located within the North Equatorial Central African Fold Belt at the northern 

edge of the Congo Craton. The fold belt is composed of Palaeoproterozoic basement that can be traced from the 
Atlantic through Cameroon into NE-Brazil and the Trans-Sahara Belt. 

 

3. Materials and Methods 

Detrital gold grains used in this study were recovered by panning of stream sediments collected above stream 

confluences from the Uneme-Dangbala drainage systems and the Lom basin. The heavy mineral fraction was then 

air-dried and the gold grains subsequently handpicked under a binocular microscope.  

 

3.2 Morphology, surface texture and microchemical characterization 

The gold grains recovered by handpicking under the binocular microscope from both sites were divided into two sets 

and were embedded in epoxy resin, polished using standard procedures, and viewed under reflected polarized light 

for their morphology at the Technische Universität Clausthal (TUC; Germany), and at the University of Queensland 

Australia at the University of Queensland (Australia) using a JEOL JSM-7100F field emission scanning electron 

microscope (SEM). Also, Electron Micro-Probe Analysis (EMPA) was engaged in order to characterize the gold 

grade variations in the locality, as well as identify the mineral associations, morphology, surface features, microbial 

weathering and alloy composition of the placer gold grains. The following elements Ag, As, Au, Bi, Cu, Cd, Fe, Hg, 

Pb, Pd, Pt, S, Sb, Se, Sn, Te, and Zn were checkedwith the Inductively Coupled Mass Spectrometer (ICP-MS), 

although only Ag and Au were detected in the gold matrix from the Igarra schist belt and Au, Ag, and Cu from the 

Lom Series schist belt. The fineness for Au was calculated using the formula Au*1000/Ag + Au  

 

4. Results  

4.1 Gold grain morphology and surface textures 

Gold particles from the Igarra schist belt reveal a wide variation in shape and size. The gold grains vary in shape 

from irregular, elongated, funnel to sub-rounded with characteristic smooth edges (Fig 1.). The majority of the gold 

grains has sizes <200 µm. A characteristic continuous and well-developed core-rim zonation is discernable by some 

grains. Ag-depleted zones along solution fissures within gold grains are common. The surfaces of the grains have 

cavities and etch pits.Gold grains recovered from streams draining the Lom Series schist belt vary in morphology 

from anhedral, irregular, oblong to elongated. They are generally <200 µm. The grains show variable textures 

including indented surfaces, etched pits, fractures, scratches, cavities and rounded to micro-folded rims. Many grains 

show an accumulation of secondary gold. Rod-shaped bacteria and filamentous microorganisms. 
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Fig. 1. BSE images of representative gold grains from the Umene-Dangbala drainage systems, Igarraschist belt, 

showing variations in morphology. 

 

 

4.2 Characterization of inclusion signatures 

The inclusions vary in shape from spherical to elongated and reach a maximum size of ~20 µm. While some of the 

inclusions are intact, some are deformed. Some of the inclusions show distinct replacement textures. 

Compositionally, the mineral inclusions are composed of different Bi-Te-bearing minerals such as hedleyite, 

sulphotsumoite (largely tetradymite group), and aleskite with variable contents of Pb, S, and Au-S-Bi-Te, 

 

4.3 Gold microchemistry 

Gold grains from the Uneme-Dangbala drainage systems are alloyed mainly with Ag with concentrations that vary 

between ~0.46 and 3.43 wt% in the rim and from ~13.22 to 31.59 wt% in the core. Correspondingly, the Au 

concentrations range between ~68.24 and 87.37 wt% in the core and between ~96.81 and 100 wt% (pure gold) in the 

rims. The gold grains show an average purity value of 884 with core fineness that ranges from 684 to 867 (and rim 

fineness that varies between 966 and 995.Gold grains from the Lom Series schist belt are mainly alloyed with Ag 

(≤13.64 wt.%), although some grains show minor amounts of Cu with contents that are generally <0.03 wt%. 

between ~86.09 and 99.12 wt% Table 1. The purity of the gold grains varies from 862 to 1000 with an average of 
925. 

 

5. Discussion 

5.1 Origin of inclusions  

Mineral inclusions within gold grains/particles are important tools used to predict the hypogene depositional 

conditions (Chapman et al., 2022; Omang et al., 2015).  

In this study the Lom gold grains are devoid of inclusions while gold grains from the Igarra schist belt reveal 

contained inclusions 

. According to Chapman et al. (2021), inclusion suites reflect the ore mineral assemblage(s) which underlines their 

use as indicators of the style of the primary mineralization of the detrital gold grains. The signature of gold derived 

from magmatic-hydrothermal systems reveals a Bi-Pb-Te-S signature.  

In both areas, Ag is ubiquitous as an alloy component. In the Igarra schist belt the concentration of Ag is up to 3.42 

wt% in the rims and 31.59 wt% in the cores. This is associated with maximum Au contents of 87.37 wt% in the 

cores and pure Au rims. Combined, this results in an average gold fineness of 884 which is lower than the averages 

for gold fineness from studied orogenic deposits. Gold grains from the Lom basin show Ag contents that reach a 

maximum of 13.87 wt% in the core and 2.19 wt% in the rims, which corresponds to finenesses reaching a maximum 
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of 997 along solution fissures in the cores and 1000 in the rims. The average gold fineness is 925 which is similar to 

that of gold formed in orogenic settings. 

 

5.2Post depositional modification 

Gold grain morphology, surface texture, Ag content, and crystal imprints inherited in the surficial environment have 

been used worldwide to determine the mechanism of transportation, nature, and location of primary gold 

mineralization sources as well as modification inherited by the gold grains during the process of transportation (e.g., 

Alam et al., 2019).  

5.3Secondary gold precipitation 

In this study, SEM images of the surfaces of gold grains recovered from streams draining the Lom Series schist belt 

are characterized by their bacteriomorphic structures formed by amalgamation and bioaccumulation of secondary 

precipitated gold particles.  

 

6. Conclusions 

The following conclusions can be drawn from this study.  

1. Gold grains recovered from both areas represent single-source native gold grains with gold grains that lack 

evidence of epigenetic origin in the secondary environment. 

2. The individual native gold grains from the Igarra schist belt have Bi-Te-bearing minerals such as hedleyite, 

sulphotsumoite and aleskite with varying proportions of Pb, S, and Au. The characteristic Bi-Pb-Te-S signature of 

the inclusions indicates an oxidized calc-alkaline magmatic-hydrothermal system for primary mineralization with 

the granitoids as the potential source of gold mineralization. 

3. Gold grains from both areas are alloyed primarily with Ag, although grains from the Lom Series schist belts show 

minor quantities of Cu. The lack of an internal compositional variation in the core composition suggests that the 

gold grains formed during a single gold precipitation event.  

4. Bacteria metabolic activities observed on the surfaces, pits and cavities of gold grains from the Lom basin are 

responsible for secondary gold precipitation and enrichment processes. 

6.2 Recommendations 

1. Subsequent exploration studies should include sampling of surface outcrops to complement stream 

sediments.  

2. Regional and detailed geochemical surveys including sampling of more stream sediments, soil, rock, water, 

plants, etc. to identify possible targets and geochemical patterns associated with the mineralized zones, and 

resource estimation. 
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ABSTRACT 

The study was carried out within and around Uburu in Ebonyi State, southeast Nigeria, to assess the suitability of 

groundwater for irrigation purposes using irrigation water quality indices such as Sodium Absorption Ratio (SAR), 

Kelly Ratio (KR), Magnesium Hazard (MH), Total Hardness (TH), Permeability index (PI), Percentage Sodium (% 

Na), Residual sodium Carbonate (RSC) and Potential Salinity (PS). A total of twenty (26) groundwater samples 

were collected from boreholes in the study area and taken to the laboratory for analysis. The concentration of the 

major cations (Ca2+, Mg2+, Na+, K+)  and major anions (Cl-, SO4
2-, and HCO3

-) were determined, and used to 

compute values for the irrigation water quality indices. Results obtained revealed that the range of values evaluated 

for the suitability of the groundwater in the study for agricultural purposes include; TH (45.91-595.53 mg/l), %Na 

(6.16-71.07 %), SAR (1.24-14.36 meq/l), RSC (-153.70-567.50 meq/l), PI (13.18-98.14 meq/l), MH (21.11-47.02 

%), KR (0.05-1.67 meq/l), and PS (1.31-16.34 meq/l). Furthermore, groundwater from the study area was found to 

be adequate for irrigation with respect to %Na, SAR, PI, MH, KR and PS, while in-terms of RSC, majority were 

doubtful. A plot of %Na against conductivity showed that majority of the groundwater samples were “excellent to 

good” for irrigation, and only at two locations there were unsuitable. Similarly, the plot of SAR against Salinity 

Hazard showed that majority of the samples were classified within the low-medium salinity hazard tolow to medium 

SAR, and is an indication that groundwater in the study area is good for irrigation on all types of soils. Generally, 

the groundwater sampled from the study area was found suitable for irrigation purposes. However, it is hard water, 

suggesting that the water contain excess chloride and sulphate salts of alkaline earth metals, as this may affects it 

suitability for agricultural purposes. 

Keyword: Groundwater, Irrigation, Major cations, Major anions, indices 

1 INTRODUCTION 

The study area covers Uburu and its environs. It is located in Ohaozara Local Government Area of Ebonyi State. 

Geographically, the area is located between latitudes 60° 00'N and 60° 10'N, and longitudes 70° 42' 50''E and 70° 

52' 50'‘E. Uburu and its environs lies within the southeastern Nigeria and are underlain by the Southern Benue 

Trough (Reyment 1965). The area is underlain by the Asu River Group and Ezeaku Formation, predominantly 

underlain by shale, sandstone, sandy shale and thin lenses of highly calcareous limestone lithologies. The area is part 

of the tropical hinterland climate (Illoeje, 1979), with an average monthly rainfall of about 222mm, and mean annual 

temperature of about 29°C. It is characterized by two seasonal variations, rainy and dry seasons. Irrigation is being 

carried out within the region for all year round vegetable production and water quality is mostly affected in dry 

seasons. The knowledge of irrigation water quality is critical to soil conservation and optimal agricultural 
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productivity (Udom et al 2019). Water for irrigation depends on the mineral constituents, as salts exceeding the 

permissible limit in irrigation water can affect soil permeability, soil structure as well as crop growth and 

production. (Badmus et al., 2020; Murty & Jha, 2011). Therefore this study was carried out to determine the 

suitability of groundwater for agricultural purposes in this area. 

 

Fig 1: Map of ebonyi state with the location of the study area (Modified from Onyinye et al. 2019) 

2    MATERIALS AND METHOD 

A total of twenty-six (26) groundwater samples were collected from different groundwater sources. Plastic bottles 

were used for the collection of the water sample, and at each sampling point the bottle was rinsed thoroughly with 

the water to be sampled before the water was collected. Two water samples from each location was taken, one 

acidified and the other non- acidified was carefully collected, packaged and transported to the laboratory for 

analysis. The suitability of the groundwater quality for irrigation purposes were assessed using the following 

irrigation indices: total hardness (TH), sodium adsorption ratio (SAR), residual sodium carbonates (RSCs), 

magnesium hazard (MH), percent sodium (%Na), permeability index (PI), potential salinity (PS) and Kelly’s ratio 

(KR). These irrigation chemical parameters were computed using the following equations and taking the ions in 

milliequivalents per liter (meq/L), while the units of TH are expressed in mg/l. 

TH: Total hardness was determined according to Sawyer and McCarthy (1967) by the following 

equation:𝐓𝐇 𝑎𝑠 𝐶𝑎𝐶𝑂3 ,
𝑚𝑔

𝑙
= 2.5𝐶𝑎2+  + 4.1𝑀𝑔2+ 

 %Na: The amount of sodium expressed in percentage, were computed using the equation after Todd (1980) as 

follows:%𝐍𝐚 =
𝑁𝑎+ +𝐾+

𝐶𝑎2++ 𝑀𝑔2++𝑁𝑎+ + 𝐾+ × 100 

 SAR: SAR is used to estimate alkali hazards in irrigation water, and it is associated with the absorption of Na+ by 

soil. The SAR was computed using the equation according to Richards (1954) as follows:𝑺𝑨𝑹 =
𝑵𝒂+

√𝑪𝒂𝟐+ +𝑴𝒈𝟐+

𝟐
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RSC: Eaton (1950) developed an equation to quantify RSC in water with high HCO3
−, because they tend to 

precipitate as carbonates of Ca2+ and Mg2+. The equation is as follows:𝑹𝑺𝑪 = (𝐻𝐶𝑂3
− + 𝐶𝑂3

2−) − (𝐶𝑎2+ + 𝑀𝑔2+) 

 PI: Doneen (1964) developed the concept of PI which is used to evaluate water quality for irrigation purposes. It is 

computed using:𝑷𝑰 =
𝑵𝒂++√𝑯𝑪𝑶𝟑

−

𝑪𝒂𝟐++𝑴𝒈𝟐++𝑵𝒂+ × 𝟏𝟎𝟎 

MH: Excess Mg2+ and Ca2+ will adversely impact the soil by making it more alkaline, thus decreasing crop output. 

This can be estimated in terms of the MH by the following equation:𝑴𝑯 =
𝑴𝒈𝟐+

𝑪𝒂𝟐++𝑴𝒈𝟐+ ×

𝟏𝟎𝟎                                                                 

PS: Doneen(1961) developed potential salinity. Groundwater Potential Salinity is estimated based on the 

concentration of Cl− and SO4
2−, it is measured in Meq/L. The potential salinity for the present study was computed 

using the equation below: 𝑷𝑺 = 𝑪𝒍− +
𝟏

𝟐
𝑺𝑶𝟒

𝟐− 

KR: Kelly ratio as suggested by Kelley (1963), is computed using the equation:𝐾𝑅 =
𝑁𝑎+

𝐶𝑎2++𝑀𝑔2+ 

3 RESULTS 

The result of the major ions (Na+, Ca2+, Mg2+ and K+, Cl-, HCO3
-, SO4

2-, NO3
- and PO4

3-) were obtained from the 

laboratory analysis. 

4 DISCUSSIONS 

The groundwater suitability in the area is summarized in table 1. The results of the calculated irrigation indices 

reveals that, TH varies between 45.91-595.53 mg/l, %Na has a value that ranges from 6.16-71.07 %. SAR values are 

in the range of 1.24-14.36 meq/l, RSC  values range from -153.70-567.50 meq/l, PI has the value of the range 13.18-

98.14 meq/l, MH value range is from 21.11-47.02%, while  KR and PS values ranges from 0.05-1.67 meq/l and  

1.31-16.34 meq/l respectively. For TH, based on their range of values for groundwater investigated showed that 

11.50% of the water sample were classified as soft water, only 3.80% were moderately hard, were 61.50% were 

found to be hard, while 23.10% is very hard. The outcome suggests that water resources from this study are 

predominantly hard water. %Na reveals that 23.10% of the water samples were excellent, 61.50% were good, and 

11.50% were permissible, while 3.80% were doubtful for irrigation purposes. A plot of %Na against conductivity 

(fig 3), showed that majority of the groundwater samples were “excellent to good” for irrigation. 25 groundwater 

samples falls below <10 as shown in table 1 for SAR which indicates excellent water quality, a plot of SAR against 

Salinity Hazard in fig 2, shows that majority of the groundwater samples were within the “low-medium salinity 

hazard tolow to medium” SAR, and is an indication that groundwater in the study area is good for irrigation on all 

types of soils. MH values obtained showed that 100% of the water sampled is suitable for irrigation purposes. The 

result of the study in table (1) reveals that 96.20% of groundwater is suitable for agriculture based on Kelly Ratio. 

The PS of groundwater sample obtained from the study area was classified as excellent to good for irrigation 

purposes. 

 

Fig 2: Plot of SAR Versus Salinity Hazard (after USSL 1954)      Fig 3: plot of %Na versus EC after Wilcox (1955) 
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TABLE 1:  Irrigation indices assessment for water within the study area 

sources Range  indices Class No. of sample Percentage% 

Sawyer and 

McCarthy 

(1967) 

<75 

75-150 

150-300 

>300 

Total hardness 

(TH)  

Soft 

Moderately hard 

Hard 

Very hard 

3 

1 

16 

6 

 

11.50 

3.80 

61.50 

23.10 

 

Todd (1980) <20 

20-40 

40-60 

60-80 

>80 

Percent sodium 

(%Na 

Excellent  

Good 

Permissible 

Doubtful 

Unsuitable 

6 

16 

3 

1 

0 

23.10 

61.50 

11.50 

3.80 

0.00 

Richard (1954) <10 

10-18 

18-26 

>26 

Sodium 

adsorption ratio 

(SAR)  

Excellent 

Good 

Doubtful 

Unsuitable 

25 

1 

0 

0 

96.20 

3.80 

0.00 

0.00 

Eaton(1950) 

<1.25 

1.25-2.5 

>2.5 

Residual sodium 

carbonate(RSC) 

Good 

Doubtful 

Unsuitable 

11 

3 

12 

42.30 

11.50 

46.20 

 

Doneen(1964) <25 

25-75 

>75 

permeability 

index(PI) 

Not suitable 

Moderate 

suitable 

 

6 

19 

1 

23.10 

73.10 

3.80 

Ravikumar et al. 

(2011) 

<50 

>50 

Magnesium 

hazard(MH) 

Suitable 

unsuitable 

26 

0 

100 

0.00 

Kelley (1963) <1 

>1 

Kelly ratio (KR) Suitable 

Unsuitable 

25 

1 

96.20 

3.80 

Doneen(1961) <5 

5-10 

>10 

 

 

Potential 

salinity (PS) 

Excellent to 

good 

Good to 

injurious 

Injurious to 

unsatisfactory 

9 

13 

4 

34.60 

50.00 

15.40 
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5: CONCLUSSION 

The groundwater suitability for irrigation purposes was evaluated in this present study using the Irrigation water 

Quality Indices such as Sodium Adsorption Ratio (SAR), Percentage Sodium (%Na), Permeability Index (PI), Kelly 

Ratio (KR), Magnesium Hazard (MH), Total Hardness (TH), Residual Sodium carbonate (RSC) and Potential 

Salinity (PS). The values of the indices obtained were compared against known standards in order to categorize the 

samples based on these standards. It was observed that almost all the indices had most of the values within the 

recommended range suggesting that the condition of water from the study area is generally good and can be 

considered fit for irrigation purposes. Though majority of RSC, were unsuitable and TH reveals hard water. 
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Abstract 

An investigation of the groundwater potential of Akamkpa Local Government Area of Cross River State Nigeria, 

was evaluated using Vertical Electrical Sounding (VES). This study is aimed at determining the electrical resistivity 

of the subsurface formations, evaluation of the Dar-Zarrouk parameters to examine the aquifer protective capacity of 

the potential layers and finally delineates groundwater potential zones of the area. Thirty (30) vertical electrical 

sounding was conducted with an average maximum spacing of 150m. Field data was acquired using the ABEM SAS 
1000 terrameter and modeled using the Interpex1XD software. The result, reveal majorly a three to six geo-electrical 

earth model of the subsurface formations exception of VES location one which shows a seven earth layer model. 

The fifth geo-electrical model being the most dominant occupying a total of twelve(12) VES location points 

followed by the sixth layer and covering a total of 10 VES points. The groundwater potential zones were assessed 

based on; longitudinal conductance (SL), transverse resistance (Tr), coefficient of anisotropy (λ), formation 

resistivity (ρm),reflection coefficient (Rc) and Resistivity contrast (FC). Resistivity values of the aquifer zones ranges 

from 32.052Ωm (VES 12) to 1034.7Ωm (VES 5). Depth to the aquifer ranges from 0.74m (VES 8) to 124.22m 

(VES 7). The study results and the formations evaluated shows good prospect for groundwater localization and they 

are hereby recommended for groundwater development. 

Keywords: Aquifer, Geo-electrical models; Groundwater potential; Resistivity; Subsurface formations 

Introduction: 

Groundwater is one of the most valued and widespread natural earth resource and has a wide range of uses 

including; domestic, agricultural and industrial application (Pathak, Awasthi, Shaema, Hadaha and Nema,2018; 

Diancoumba, 2020).Due to the complexities inherent within the basement terrain, groundwater may not be available 

everywhere in the subsurface. Hence, detailed geo-electrical survey are necessary to identify potential occurrences 

of groundwater. Elsewhere, several authors have used hyodrogeoogical methods (Ifedigbo and Aghomiche, 2012; 

Edet and Okereke 2022); geo-electrical techniques(Edet, 1990; Edet, Kudamnya and Ekwere, 2023)and remote 

sensing mehods (Kudamnya, Sylvanus, Essien, Adamu and Omang,2019; Machiwal, Jha and Mal, 2011; Bera and 

Bandyopadhyay, 2012), for groundwater prospecting within the study area. The study area lies within the Southeast 

Basement Complex of Nigeria and composed of rocks suits of Precambrian age and situated at about forty-five 

kilometers from the capital city Calabar. It is bounded between latitudes 50 0’ - 50 40’N and longitudes 80 10’ - 80 

50’E (Figure 1). There is a constant report on poor yield and failure of some drilled borehole within the study. This 

research however is focused on using the Dar-Zarrouk parameters to assess the groundwater potentials of the area to 

determine the aquifer protective capacity based on the evaluated longitudinal conductance values SL. 

Materials and Methods 

Vertical electrical sounding survey was conducted to generate the geo-electrical resistivity data from thirty (30) 

different location points within the study area. At each location, geographical coordinates and elevation values were 

taken and recorded using a hand-held Global Positioning System (GPS) with ±5 accuracy. The situation of the 

locations points was done bearing in mind the space limitations due to topography and settlement patterns 

constraining maximum current electrode separation (AB) to be 300m. The method adopted in this study was 

dependent on the introduction of an artificial current source to the ground using points electrodes (Telford, Gel dart, 

Sheriff and Keys, 1978). By increasing the electrode spacing, there is a corresponding increase in current 

penetration. The electrical resistivity technique employed is the Schlumberger electrode configuration. 
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Figure 1: Map showing the location of the study area 

However, the equipment used in acquiring the data was the ABEM SAS 1000 terrameter. The corresponding 

apparent resistivity values were computed using the formular below; 

pa= 𝐾
𝑉

𝐼
 …………………………………………………………..1 

Where K, is the geometric factor (K = πMN[(AB/2)2 -1/4] …………………2 

The resistivity field data generated were then plotted against half current electrode spacing on a log-log graph using 

a modelling software known as INTERPEX 1-XD. The ambiguity (noise) influences and lateral in-homogeneities on 

the field curves were removed by using the smoothening tool, and the model curves were produced for all the thirty 

VES points. The geo-electrical resistivity data were further evaluated using the Dar-Zarouk parameters of 

longitudinal conductance (SL), transverse resistance (Tr), coefficient of anisotropy (λ), formation resistivity (ρm), 

longitudinal resistivity (PL), transverse resistivity (PI), reflection coefficient (Rc) and Resistivity contrast (FC). To 

reflect the characteristic of subsurface layers. These parameters are computed for a known layer thickness, h and 

resistance p. By definition: 

𝑆𝐿 = 𝑖=1
𝑛  ℎ𝑖

𝑝𝑖
 ………………………………………3          

and 𝑇𝑟 = ∑ ℎ𝑖𝑝𝑖   𝑛
𝑖=1 ……………………………….4 

Any increment in the value of SL between the survey stations will indicates a corresponding increase in thickness of 

subsurface layers encountered, a decrease in the average longitudinal resistivity PL or both. Nevertheless,   

𝑃𝐿 = 𝑖=1
𝑛 ℎ𝑖

𝑆𝑖
……………………………………5 

Also average transverse resistivity PI is given by; 
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𝑃𝐼 = 𝑖=1
𝑛 𝑇𝑖

ℎ𝑖
……………………………………6 

As result, the will be a geo-electrical anisotropy with regards to resistivity. Coefficient of resistivity, λ is computed 

as; 

𝜆 = √
𝑃𝐼

𝑃𝐿
……………………………………….7 

Where λ is real and greater than 1 

Formation resistivity (ρm) can be defined as; 

ρm = √𝑃𝐿 𝑃𝐼…………………………………8 

The reflection coefficient (Rc) and resistivity contrast (Fc) of fresh basement rocks of the study area can be computed 

after the method of Oladunjoye and Jekayinfa (2015), given by:  

𝑅𝑐 =
𝑝𝑛−𝑝𝑛−1

𝑃𝑛+𝑃𝑛−1
 …………………………………9 

and 

 𝐹𝑐 =
𝑃𝑛

𝑃𝑛−1
 ………………………………………10 

Where,𝑃𝑛= resistivity of the nth layer and 𝑃𝑛 − 1= resistivity of the overlying nth layer 

Results and Discussion  

The Dar-Zarrouk parameters of the potential layers were computed and presented below (Table 1).The VES results 

revealed majorly a three to six (3-6) geo-electric earth layer models with an exception of VES location one (1) 

which shows a seven (7) layers geo-electric model. From the assessment of the groundwater potential layers using 

the Dar-Zarrouk parameters, it is observed that, the area is majorly characterized by very low longitudinal 

conductance values far less than 0.1Ωm which is an indication of an area with very poor aquifer protective capacity 

according to the rating by Olusegun et al., 2016.But VES locations 7, 11, 23 and 26, have longitudinal conductance 

values in the range of 0.1156 - 0.1846 being within the weak aquifer protective capacity rating and VES locations 
18, 24 and 30 have values in the range of 0.2788 – 1.3684 falling within the moderate aquifer protective capacity 

rating. Generally, the aquifer protective capacity of the study area ranges from very poor to moderate. Resistivity 

values of the aquifer zones ranges from 32.052Ωm (VES 12) to 1034.7Ωm (VES 5). Depth to the aquifer ranges 

from 0.74m (VES 8) to 124.22m (VES 7). The study area also showed high values of transverse resistance which is 

an indication of high resistivity formations found within the subsurface. And this is in conformity with the area 

being a basement terrain. 

Table 1: Evaluated parameters from the vertical electrical sounding (VES) undertaking in the study area 

VES    

no. 

Ρa   

(Ωm) 

h       

(m)  

d      

(m) 

SL      

(Ωm) 

Tr        

(Ωm) 

RC      

(Ωm)  

FC     

(Ωm)    

 PL 

(Ωm) 

PI 

(Ωm)   

λ         

(Ωm) 

Pm 

(Ωm)   

1 759.72 28.303 31.983 0.0373 21502.36 -0.9896 0.0052 634.8092 7792.7023 3.5037 2224.158 

2 443.23 108.55 116.68 0.2449 48122.6165 -0.6643 0.2017 466.9712 553.4882 1.0887 508.3926 

3 549.81 15.489 16.54 0.0282 8515.8522 0.7182 6.0969 651.5562 770.972 1.0878 708.7535 

4 547.49 11.7332 15.467 0.0214 6423.8097 -0.9901 0.005 409.4114 3832.4684 3.0596 1252.6198 

5 1034.7 22.279 27.988 0.0215 23052.0813 -0.7456 0.1458 1363.1649 31961.2118 4.8421 6600.6364 

6 371.62 10.805 20.922 0.0291 4015.3541 0.3341 2.0033 269.7493 1320.9108 2.2129 596.921 

7 568.18 65.698 124.22 0.1156 37328.2896 -0.5481 0.2919 838.6982 1292.8969 1.2416 1041.3214 

8 134.25 0.50202 0.7359 0.0037 67396.185 -0.9846 0.0078 2231.0926 16208.8858 2.6954 6013.6116 

9 451.23 22.481 23.44 0.0498 10144.1016 -0.9248 0.0391 922.4481 21456.6607 4.8229 4448.8937 
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10 881.1 72.489 74.514 0.0823 63870.0579 0.8237 10.3464 847.1602 931.4923 1.0486 888.3261 

11 93.648 18.043 42.19 0.1927 1689.6909 -0.865 0.0724 199.6414 7806321806 6253.1373 1248384.842 

12 32.052 1.5493 2.6339 0.0483 49.6646 -0.9948 0.0026 130.1045 1927.4381 3.8489 500.7678 

13 691.1 2.8524 5.3402 0.0041 1971.2936 -0.8909 0.0577 2247.6804 11810.3076 2.2923 5152.2613 

14 1364.7 28.971 29.82 0.0212 39536.7237 0.9467 36.5558 2453.5502 3171.2202 1.1369 2789.3992 

15 171.5 2.039 6.4592 0.0119 349.6885 0.4326 2.5248 27.8732 4031.0435 12.0258 335.1987 

16 554.72 24.15 26.286 0.0435 13396.488 -0.9553 0.0229 2095.4181 2363.9208 1.0621 2225.6241 

17 886.72 15.243 21.554 0.0172 13516.2729 0.5556 3.5001 1507.2151 2163.6776 1.1981 1805.8592 

18 65.53 29.75 42.263 0.454 1949.5175 -0.9456 0.0278 79.5657 760.279 3.0912 245.9514 

19 1014.3 6.7245 9.7665 0.0066 6820.6604 0.995 397.952 28.5931 1032.4445 6.009 171.8161 

20 687.76 5.984 11.324 0.0087 4115.5558 -0.7804 0.1233 1743.4029 7200.4231 2.0323 3543.055 

21 135.69 4.5635 7.538 0.0336 619.2213 -0.9565 0.0222 188.2311 2215.2285 3.4305 645.736 

22 535.8 26.467 44.778 0.0494 14181.0186 0.9614 50.8639 51.6694 431.6869 2.8905 149.3486 

23 277.32 36.931 43.995 0.1332 10241.7049 -0.5708 0.2732 395.5121 7765.2149 4.4309 1752.4944 

24 33.281 45.541 46.195 1.3684 1515.65 -0.2946 0.5449 33.4969 33.6748 1.0027 33.5857 

25 1024.8 46.971 51.299 0.0458 48135.8808 0.4318 2.5198 908.323 972.6477 1.0348 939.9353 

26 30.534 5.6366 8.9924 0.1846 172.1079 -0.9917 0.0042 46.6432 15641.159 18.3123 854.1391 

27 99.511 1.8335 4.4336 0.0184 182.4534 -0.7639 0.1338 202.2472 477.2451 1.5361 310.6791 

28 304.45 18.932 33.673 0.0622 5763.8474 0.9398 32.2118 33.8833 182.9364 2.3236 78.7305 

29 378.99 1.6469 4.9008 0.0043 624.1586 -0.4691 0.3614 893.5042 6705.109 2.7394 2447.6607 

30 86.537 19.781 45.133 0.2788 1711.7884 -0.9425 0.0296 161.8275 785.8979 2.2037 356.6229 

 

Conclusion  

The groundwater potential zones were assessed based on; longitudinal conductance (SL), transverse resistance (Tr), 

coefficient of anisotropy (λ), formation resistivity (ρm), longitudinal resistivity (PL), transverse reisitivity (PI), 

reflection coefficient (Rc) and Resistivity contrast (FC).Resistivity values of the aquifer zones ranges from 

32.052Ωm (VES 12) to 1034.7Ωm (VES 5).Depth to the aquifer ranges from 0.74m (VES 8) to 124.22m (VES 

7).Aquifer thickness ranges from 1m (VES 8) to 109m (VES 2). The aquifer protective capacity evaluation based on 

longitudinal conductance values ranges from poor to moderate.The study results and the formations evaluated shows 

good prospect for groundwater localization and they are hereby recommended for groundwater development. 
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ABSTRACT 

An assessment of biogeochemical controls on heavy metals transfer from soil to food chain using tubers of cassava 

(Manihot esculenta) around major quarrying vicinities in Western Oban Massif was carried out. The aim of this 

study was to evaluate the effect of organic carbon, organic matter fractions and enzymatic activities on the 

distribution of heavy metals in soils and subsequent transfer into food chain (cassava tubers). Seven randomly 

selected sampling locations around quarrying sites including a control point distance away were investigated and 22 

samples (soil and cassava tubers) were obtained in rainy and dry seasons. Soil temperature, pH and EC were made 
in-situ and confirmed in the laboratory. Soil and cassava samples were examined for ten (10) heavy metals; Cu, Cd, 

Cr, Cu, Pb, Zn, Fe, Mn, Ni, As by Flame AAS using UNICAM Model 969 and REYLEIGH-AAS using 

WFX320Model, respectively. Soil moisture was determined by gravimetric method, organiccarbonby the Walkley-

Black density fractionation method, organic matter and fractions were determined using the method described by 

Sohi, et al.,(2001).TDN by the nitrogen Kjeldahl method, Na2O, K2O, CaO, MgO, PO4
3-, SO4

2, Al2O3, and Cl- were 

determined by Atomic Absorption spectrophotometry using Perkin Elmer 2380 model, while dehydrogenase and 

urease activities were determined by the method described in Von Mersi and Schinner, (1991) and the procedure for 

the non-buffer method by Paulson and Kurt, (1969).From assessment, in 85% of the samples, the concentration of 

measured heavy metals in soil and cassava samples were below the permissible limits given by FEPA (1991), WHO 

(2004) and SON (2002). Also, soils in the area were generally uncontaminated except Fe with severe contamination 

in locations OMS6 and OMS7, and there was no pollution, no ecological and potential ecological risk with respect 
to all measured heavy metals. Transfer factors of all measured metals were <1, which indicates that the cassava plant 

was of the excluder’s category with poor response towards metal absorption except in samplesOMP1 and OMP4 

with build-up of Mn and Ni respectively in rainy season, and in sample OMP3 with build-up of As in dry season. In 

soil samples from both seasons, strong and moderate correlations existed between; temperature, pH, EC, organic 

carbon, organic matter, organic matter fractions, enzymatic activities, and heavy metals indicating a relationship 

between these parameters. In factors 1-3  for both seasons, the elements that contributed to the total data variance 

were temperature, pH, EC, organic carbon, organic matter, organic matter fractions and heavy metals, and their 

sources were related to geogenic processes of weathering, minerals dissolution and anthropogenic quarrying / 

associated activities which affected heavy metals bioavailability suggesting a relationship between these parameters. 

Keywords: Heavy Metals Transfer, metals Build-up, Bioavailability, Enzymatic Activities, Organic Matter 

Fractions, Food Chain and Transfer Factors. 
 

1. Introduction 
Fergusson (1990) described heavy metals as metallic elements and metalloids characterized by high atomic weigh 

and relative high density compared to water. They occur naturally in the Earth's crust, induce toxicity even at very 

low exposure levels, and not easily degraded once they enter the environment (Duffus, 2002; Tchounwouet al., 

2014; Lenart-Boron and Boron, 2014). Sources of heavy metals may be both geogenic including weathering, 

atmospheric, volcanic eruptions, and anthropogenic including domestic, industrial, agricultural, and pharmaceutical 

(Alloway and Jackson, 1999; Anguelov and Anguelova, 2009; Wang et al., 2016). 

According to Sracek and Zeman (2004), the principal metals released from quarrying include mercury, lead, 

cadmium, arsenic, aluminium, chromium, zinc, selenium, and titanium, ions such as Na+, K+, Ca2+, Mg2+, Cl- , 

oxides (SO4
2-, PO4

2-, Al2O3, Na2O, K2O, CaO, MgO), and other species. The soil is a long-term reservoir and the 

medium for which growing plants, soil organic matter, enzymes, heavy metals, and other chemical compounds 
released from different human activities interacts to alter soil properties and the food chains. The bioavailability and 

absorption of these species in the soil is a dynamic process influenced by specific combinations of chemical, 
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biological, and environmental factors. (Dube et al., 2001; Pająk et al., 2016; Kuzniar et al., 2018). Furthermore, soil 

biotic factors, including soil organic matter, humus content, and enzymatic activities, contribute to this intricate 

interplay which potentially establishes pathways for heavy metals infiltration into the environment, the soils and 

growing plants(Lasota et al., 2020: Khan et al., 2008).  

This study aims to evaluate; the concentration of heavy metals in soils, soils-to-plant transfer of heavy metals into 
the food chain (cassava tubers) and the probable control of heavy metal distribution by biogeochemical species. 

 

1.1 Description of the study area 

The study area is located between Latitudes 5° 00' and 5° 45' N and Longitudes 8° 00' and 8° 55' E, Figure 

1.Geologically, the area consists of rocks such as granites, gneisses and schists with varying grades of weathering 

(Ekwueme, 2003; Edet and Okereke 1997), which are intruded by pegmatite, granodiorites, diorites, tonalites, 

monzonites, charnokites and dolerites (Ekwueme et al., 1995; Ekwere and Edet, 2023) - Figure 2. 

Soils in the areas are mostly lateritic in nature due to weathering of acidic crystalline rocks (Abua and Eyo, 2013; 

Ekwere and Edet, 2021),they are loamy sand to sandy loam at the surface characterized by coarse texture, weakly-

structured, leached, and with a pH range of 4.9 - 6.8. These lateritic soils are susceptible to rapid decomposition by 

organic matter due to high temperature and humidity which enhances bacterial activity and high organic matter 

content. Soils have low contents of exchangeable bases, medium organic carbon contents, rich in phosphorous and 
contains clay in the surface (Abua& Eyo, 2013; Abua and Edet, 2007).   

 

 
FIG. 1: Cross River State map showing the Study Area & an inset map of Nigeria. Adapted from Edet and Okereke 

(2007). 

 

 

FIG. 2: Geologic map of the study area showing samples locations. 

2. Materials and methodology 
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This research work was conducted around quarry locations in Western Oban Massif in rainy and dry season. Seven 

(7) sampling sites were chosen randomly (Fig. 2), and 22 samples (soil and cassava tubers) were obtained in both 

seasons. Ten(10) heavy metals; Pb, Zn, Cu, Cd, Cr, Co, Fe, Mn, Ni, and As were analysed by means of Flame AAS 

using UNICAM Model 969 and REYLEIGH AAS using model WFX320 for soil and cassava samples respectively. 

Moisture content was determined by Gravimetric method, organic carbon by Walkley-Black (1934) method, organic 
matter and its fractions by method described in Sohi et al.,(2001).Na2O, K2O, CaO, MgO, Al2O3,P2O5,Cl and SO4

2- 

by AAS via Perkin Elmer 2380Model, TDN by the nitrogen Kjeldahl method, Dehydrogenase activity by the 

method used in Von Mersi and Schinner (1991) and Urease activity by the procedure for the non-buffer method. 

 

 

3. Results and discussions 

Table 1 Statistical summary of measured parameters in soils from the study area  

 

 

 

Parameters 

 

 Wet season 

 

Dry season 

Avg. 

Shale 

Comp 

WHO 

(2004) 

FEPA 

(1991) 

Min. Max. Mean Sdev. Min. Max. Mean Sdev.    

Temp (°C) 27.4 28.4 27.98 0.334 28.4 33.2 31.76 1.826 - - - 

pH 5.6 6.6 6.043 0.306 4.89 6.00 5.463 0.354 - 6.5-8.5 5.5-9.5 

EC (µs/cm) 44.7 108.1 70.21 19.56 33.4 142.3 75.81 31.79 - 1400 - 

MC (%) 15.9 41.21 24.873 7.712 3.16 14.92 7.137 4.018 - - - 

U A (/mg 

protein) 49.4 165.9 109.96 46.158 11.80 107.85 66.771 29.398 

- - - 

DA (/mg protein) 42.00 409.75 184.43 138.14 18.75 76.55 54.739 17.617 - - - 

OC (%) 1.00 3.17 2.043 0.644 0.96 2.69 1.554 0.549 1.00 - - 

HC (%) 0.01 0.16 0.033 0.052 0.04 0.269 0.103 0.072 - - - 

HA (%) 0.068 0.169 0.095 0.032 0.04 0.24 0.114 0.063 - - - 

FA (%) 0.00 0.00 0.00 0.00 0.01 0.18 0.095 0.085 - - - 

SOM (%) 2.97 9.40 6.06 1.907 1.94 5.44 3.546 1.286 - - - 

TDN (mg/kg) 20.00 40.00 28.571 9.897 1.40 5.60 2.95 1.373 - - - 

Al2O3 (mg/kg) 0.01 0.22 0.071 0.076 0.02 0.22 0.141 0.063 18.50 - - 

CaO (mg/kg) 36.22 68.11 58.153 10.195 1.12 2.41 1.947 0.413 2.40 - - 

MgO (mg/kg) 18.11 43.21 29.23 7.470 2.79 8.42 5.494 1.910 2.90 - - 

K2O (mg/kg) 0.01 0.51 0.192 0.159 0.01 0.02 0.014 0.005 4.00 - - 

Na2O (mg/kg) 0.01 0.22 0.127 0.085 0.01 0.26 0.16 0.078 1.00 - - 

Cl- (mg/kg) 2510 7100 5891.43 1920.58 0.82 1.70 1.476 0.350 - - - 

SO4
2-(mg/kg) 0.11 0.21 0.143 0.043 0.51 2.11 1.389 0.470 - - - 

PO4
3- (mg/kg) 0.001 0.021 0.01 0.008 0.05 1.80 1.016 0.606 0.20 - - 

Fe  1.614 2.452 2.073 0.276 2.843 4.135 3.197 0.405 4.70 1.0-3.0 5.0 

            

Ni  0.012 0.064 0.041 0.015 0.013 0.132 0.074 0.040 68.00 10.00 0.03 

Mn  0.048 0.149 0.069 0.033 0.02 0.206 0.075 0.055 900.00 0.40 0.48 
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Cd  0.024 0.321 0.234 0.097 0.103 0.35 0.273 0.135 40.00 0.003 0.01 

Cu  0.276 0.612 0.389 0.107 0.385 0.83 0.482 0.148 39.00 0.05-2.0 0.05 

Cr  0.012 0.232 0.032 0.028 0.009 0.041 0.026 0.020 90.00 1.60 0.03 

Pb  0.062 1.026 0.207 0.335 0.219 1.236 0.865 0.332 23.00 2.00 0.05 

As  0.003 0.014 0.009 0.004 0.001 0.006 0.004 0.002 13.00 0.01 - 

Zn  1.128 2.186 1.485 0.440 2.093 2.752 2.313 0.203 120.00 1.0-3.0 0.75 

Co  0.01 0.037 0.023 0.009 0.009 0.037 0.019 0.009 19.00 0.001 0.10 

 

Comparing all measured values of temperature, pH and EC in soil samples from the study area with the Federal 

Environmental Protection Agency FEPA (1991) and the WHO(2004) standards revealed that they were within 

permissible limits indicating that, the soils are good for agricultural practices. Cation oxides across seasons were 

also below their average shale compositions given by Wedepohl (1971). 
Reduced levels of enzymatic activities within the study area were probably due to heavy metals presence caused by 

the ongoing mining and quarrying activities. According to Wang et al. (2006), enzymatic activities are seriously 

depressed by heavy metals occurrence due to anthropogenic activities such as mining and quarrying. Generally, 

enzymatic activities were high in dry season samples than in rainy season samples. Similarly, organic matter, 

humified carbon, humic acid and fulvic acid were observed to be higher in samples obtained during dry season than 

in samples obtained in rainy season except organic matter. According to Cao et al.,(2022)organic carbon in soils 

may probably come from the use of organic fertilizer by farmers. 

Heavy metals in soil samples for both seasons were below their average shale composition. They were also below 

the WHO (2004) standard except Fein samplesOMS1, OMS2, OMS4,  

 

OMS6, OMS7in dry season. Mean concentrations of all measured heavy metals in soil samples across seasons were 

below the FEPA (1991) permissible limits for soils except Ni, Cd, Cr. They were also below 0.03 mg/kg FEPA 
(1991) permissible limit for soils except in samples OMS1-4, OMS6, OMS7in rainy season but all above the FEPA 

(1991) limit except in samples OMS2, OMS7in dry season. 

Similarly, mean concentrations of heavy metals in cassava samples were below the permissible limits given by 

FEPA (1991) except Cd in samples OMP1-2 and OMP1-4 in rainy and dry seasons respectively and Co in OMP3 in 

and OMP1-2 in dry seasons, respectively. They were also below the WHO (2004) standards except Cd in all 

samples but OMP3, As in OMP1-2 in both seasons and Co in OMP3- in rainy and OMP1-3 in dry season samples. 

Terrain/ 

Standards 

Statistics Fe (mg/kg) Ni (mg/kg) Mn (mg/kg) Cd (mg/kg) Cu (mg/kg) Cr (mg/kg) Pb (mg/kg) As (mg/kg) Zn (mg/kg) Co (mg/kg) 

Wet season 

Oban Massif Min 0.02 0.02 0.01 0.1 0 0.1 0.01 0.002 0.11 0 

Max 0.12 0.11 0.1 0.12 0.01 0.11 0.11 0.11 0.11 0.01 

Mean 0.083333 0.08 0.07 0.106667 0.003333 0.106667 0.076667 0.074 0.11 0.003333 

Sdev. 0.044969 0.042426 0.042426 0.009428 0.004714 0.004714 0.04714 0.050912 0 0.004714 

Dry season 

Oban Massif Min 0.001 0.01 0.002 0.1 0.02 0.002 0.02 0.001 0.1 0.002 

Max 0.2 0.12 0.11 0.21 0.12 0.21 0.12 0.11 0.3 0.11 

Mean 0.107 0.046667 0.070667 0.14 0.08 0.107333 0.08 0.073667 0.206667 0.074 

Sdev. 0.08176 0.051854 0.048726 0.049666 0.043205 0.084937 0.043205 0.051383 0.082192 0.050912 

WHO (2004)  

- 

 

1.0-3.0 

 

10.00 

 

0.4-6.0 

    0.003-0.03  

0.05-2.0 

 

1.6 

 

2.00 

 

0.01 

 

1.0-3.0 

 

0.001 

FEPA (1991)  

- 

 

  5.0 

           0.03  

  0.48 

              0.05         

 0.5 

 

  0.3 

 

   0.42 

 

  - 

 

 0.75 

 

    0.10 

SON(2002)   

 0.03 

          0.02  

  0.05 

             0.003  

   1.00 

 

 0.05 

 

  0.01 

 

  - 

 

  3.0 

 

        - 
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The observed trends were possibly due to selective absorption by the cassava plant, pH and enzymatic activities in 

soil. Generally, it was also observed that the concentrations of measured heavy metals in 97% of the soil samples 

were greater than their concentrations in cassava samples obtained in the same location and during the same season. 

 

3. 1 Assessment of soil contamination and pollution by measured heavy metals 
3.1.1 Contamination factor (CF):CF values < 0.1 = uncontaminated soil, 0.10-0.25 = slightly contaminated, 

0.26-0.50 =moderately contaminated, 0.51-0.75 =severely contaminated, 0.76-1.00 = very severely contaminated 

soil, 1.10-2.00 = slightly polluted soils, 2.10- 4.00 = moderately polluted soils, 4.10-8.00 = severely polluted soils, 

8.10-16.00 =very severely polluted soils, > 16.0 =excessively polluted soils (Qingjie et al., 2008; Ripin et al., 

2014).Soils from the study area were uncontaminated with respect to all measured heavy metals except Fe with 

severe contamination in locations OMS6 and OMS7.  

3.1.2 Degree of contamination (Cd): Cd< 8 = low degree of contamination, 8 – 16 =moderate degree of 

contamination, 17 – 32= considerable degree of contamination, > 32 = very high degree of contamination. The 

results revealed that all soil samples from the study area exhibited low degree of contamination in respect to the 

measured heavy.  

3.1.3 Pollution load index (PLI): According to Harikumar and Jisha (2010), PLI <1 means no pollution and PLI >1 

means pollution.  It was observed that PLI values in all soil samples in both seasons were < 1, indicating no 

pollution in respect to the tested heavy metals.  

3.1.4 Ecological Risk Index Factor (ERIF):ERIF < 40 = low ecological risk, 40 – 80 = moderate probable 

ecological risk, 80 – 160 = considerable possible ecological risk, 160 – 320 =high potential ecological risk, ERIF ≥ 

320= very high potential ecological risk. Computed ERIF for all measured heavy metals in samples were < 40. Fe 

poses the highest ecological risk followed by Cd then Cu while the metals with the least ecological risk are Mn and 

Cr in soils. 

3.1.5 Potential ecological risk index factor (PERIF): PERIF< 150 indicates low potential ecological risk, 150 - 

300 = moderate potential ecological risk, 300 - 600 indicates significant potential ecological risk. Computed PERIF 

of all the tested heavy metals in samples were < 150 indicating low potential ecological risk by these metals across 

the area.  

3. 2 Assessment of biogeochemical relationship and transfer of measured heavy metals 
3.2.1 Correlation matrix: From correlation analysis, positive correlations existed between temperature, EC, pH, 

organic carbon, organic matter, organic matter fractions, enzymatic activities and heavy metals as an indication of 

the influence of these parameters on heavy metal accumulation and distribution in soils.  

 

3.2.2 Factor analysis: In factors 1-3 for both seasons, the elements that contributed to the total data variance were 

temperature, pH, EC, organic carbon, organic matter, organic matter fractions and heavy metals. These factor 

loadings from the three factors analysed can be interpreted to be contributed by geogenic activities of enzymes and 

their chelation effects on metals, organic matter fractions, biogeochemical releases from weathering, mineral 

dissolution as well as aggregate quarrying and associated activities which affected heavy metals bioavailability 

(Mohamed and Folorunsho, 2015; Olatunde and Onisoya, 2017).  

3.3.3 Transfer factor (TF): According to Mgangaet al., (2011), values of TF >1 indicates that there is a build-up of 

a heavy metal concentration in the plant, whereas, TF <1 indicates that the plant is an excluder. Results of computed 
TF indicated that heavy metals absorption by cassava from soils across the study area in both seasons was all low 

and the cassava was of the excluder’s category for all metals except in locationsOMP1 and OMP4 with build-up of 

Mn and Ni respectively. While in the dry season, cassava samples locations OMP3 with build-up of As. The build-

up of As, Mn and Ni in cassava samples in these locations can probably be due to the natural occurrence of these 

metals in soils and tailings from intense mining, quarrying and associated processes resulting to a long residence 

time of these metals in soils and subsequent transfer to the cassava tubers (Ekwere and Edet, 2021; Adeleke et al., 

2021; Akankpo, et al., 2021). 

  

4. Conclusion  

Soil enzymes, humus content and organic matter fractions interact with heavy metals thereby influencing metals 

speciation, mobility, toxicity, soluble organic complex formation, metal binding, leaching as well create pathways 
for heavy metals accumulation and distribution in soils. Soil pH influences the bioaccumulation of heavy metals 

because metals leaching in soils depend on the soil's pH and temperature. There was a potential biogeochemical link 

revealed by strong correlations between temperature, pH, EC, soil organic matter fractions, enzymatic activities, Pb, 

Cd, Ni, Zn, Fe, As, Mn-Cr, Co. This revealed link emphasizes the essential role of the intricate interplay between 

soil enzymes and heavy metals which highlight their significance in understanding the complex dynamics of heavy 

metal distribution in soils and subsequent transfer to the food chain. 
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5.  Recommendations 

(1). A routine geochemical assessment of soils and other crops grown in the study area to ascertain their soil to plant 

transfer factor which are certainly different from that of the examined cassava is quite essential and highly 

recommended. 

(2). The observed build-up of heavy metals in soils and cassava tubers in the study area may become a future risk, it 
is important to introduce crop with high resistance or selective absorption to avoid futuristic heavy metals 

contamination of the food chain.  

(3).The application of remediation methods such as phyto-extraction, phyto-stabilization and rhizo-filtration is also 

recommended in areas of threat. 
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Abstract 

Pebble morphometry of unbroken quartz pebbles collected from the basal section of Awi Formation exposed within 

the Calabar Flank, southeastern Nigeria was studied for paleoenvironmental reconstruction. The pebbles were 

selected from 4locations across the Awi Formation. Morphometric studies carried out involved the measurement of 

the three orthogonal axes (long, intermediate and short), determination of their corresponding roundness, flatness 

indices and elongation indices for no less than 200 pebbles. The depositional processes responsible for shaping the 
pebbles and the environment that prevailed during past geological times were characterised. The results show that 

the pebbles are sub-rounded to sub-angular and predominantly compact-bladed. The mean values for the following 

morphometric parameters: Flatness index, elongation ratio, maximum projection sphericity index and oblate-prolate 

(OP) index are 0.57, 0.78, 0.74 and 15.65 respectively. The results were integrated with deductions from bivariate 

plots of roundness against elongation ratio and sphericity against OP index. Both plots indicated paleo-depositional 

environment of the conglomeratic sandstones in a fluvial setting with subordinate transitional marine setting (littoral 

influence). With the integration of these observations (e.g. pebble imbrication, sediment stratification, grading style), 

a typical fluvial paleoenvironmental setting is suggested. The geology of the hinterland areas where sediments are 

sourced contributes largely to the materials at the depocenter. It is possible that the jointing, faulting, sheeting and/or 

exfoliation of the rocks of the Precambrian Oban Massif, which is believed to be the principal source of the 

sediments (provenance), also accounts for the abundance of vein quartz in the chosen area of this study. More 

importantly, besides the significance of pebble morphometry in deciphering paleoenvironments, it also gives clues 

for potential sites of ore bodies, concentrating them as placer deposits. 

Keywords: Morphometric parameters; bivariate, conglomerates; paleoenvironmental reconstruction; fluvial 

setting; elongation ratio. 

5. Introduction 

The significance of textural characteristics of sediments as an invaluable tool for characterizing both depositional 

processes and environment of deposition is well established (Visher 1965; Miall 1985; Essien et al 2016; Miall 

2016; Okon and Ojong 2019; Okon et al 2021). The conditions of deposition are well recorded in sedimentary 

packages and in cases where erosion is not of immense significance, information regarding sedimentation is easily 

reconstructed using facies analysis. These reflect the assemblages of individual lithofacies elements and other 

associated geomorphic elements such as channels and bars.  The log motif depicted in the vertical profile is often 

used in concert with the morphology of the channels to carry out interpretation of characteristic depositional 

environment.The Awi Formation, the oldest known sedimentary deposit in the Calabar Flank, is composed 

principally of para-conglomerates, cross bedded arkosic sandstones and mudrocks belonging to the basal section of 

the sedimentary succession of the Calabar Flank, southeastern Nigeria (Okon, 2015). 

The study of the sedimentological attributes of the facies succession of the Awi Formation has aided 

paleoenvironmental interpretation while the integration of geochemistry of the sediments has facilitated provenance 

determination (Boboye and Okon 2014; Okon 2015). Among the series of approaches used in carrying out 

paleoenvironmental analyses of any given sedimentary sequence, textural analyses (Awasthi, 1970; Friedman 1979; 

Inyang and Enang, 2002; Essien and Okon, 2016), analysis of fossil contents (faunal and floral) in the rock unit 

(Nyong and Ramanathan 1985; Akpan and Ntekim 2004; Itam et al 2016), analysis of traces made by organisms that 

lived on/within the sediments (Akpan and Nyong 1987; Pemberton et al 2012), and geochemical proxies (Amajor 

1987; Tijani et al 2010; Okon, 2015; Ibe and Okon 2021) are important, to mention a few.Paleoenvironmental 

analysis refers to the study or use of ancient geological materials (rocks) to unravel the environment of depositional 

which they were deposited and the results have greatly aided interpretations from basin analysis to identification of 

valuable placer deposits (Okon et al 2018). This study focuses on the conglomerate facies of the Awi Formation and 

its significance in characterization of the energy of depositing medium, possible environment of deposition and 

indication of where placer deposits may be investigated further. 
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6. Study area description 

The study was carried out within the Calabar Flank, southeastern part of the Benue Trough. The basin is underlain 

by horsts and graben structures and has a NW-SE trending structural orientation (Nyong and Ramanathan, 1985). 

Fluvial sediments within the Calabar Flank are restricted to the Awi Formation, predominantly clastics, ranging in 

size from coarse grains to mud class.The area under investigation is delimited to the west by the Ikpe platform and 

to the east by the Cameroon Volcanic Line. To the south, the Calabar hinge line separates it from the north-eastern 

portion of the Niger Delta (Fig. 1). Its origin is closely associated with the breakup and subsequent separation of 

Africa and South America about 120-130Ma ago (Murat, 1972). Sedimentation in the Calabar Flank commenced 

with the deposition of fluvio-deltaic clastics (Awi Formation) of Neocomian-Aptian age unconformably on the 

Precambrian crystalline basement complex rocks of the Oban massif. This is succeeded by the shallow marine 

Mfamosing Limestone, the deeper marine Ekenkpon Shale, New Netim Formation and the Nkporo Shale (Fig 2). 

 
Fig 1. (a) Sketch of southern Nigeria showing the major tectonic elements and geographic location of Calabar Flank; 

(redrawn from Nyong and Ramanathan 1985) (b) Stratigraphic subdivision of the Calabar Flank (after Okon et al 

2017). 

7. Materials and Method 

Road cut sections of the Awi Formation exposed along Calabar Itu Highway, Okoyong Usang Abasi-Njagachang 

road, Abiati area and near Ewen community were instrumental to sample collection and analyses for this study. The 

conglomerates constitute a significant member the basal section of the Awi Formation (Fig 3a-b) and present a non-

conformity between the basement rocks of the Oban Massif in the Calabar Flank (Okon et al 2017). The visited 

outcrops were properly logged and described (Fig. 3c). At each location, 50 unbroken quartz pebbles were collected 

in 5 batches of 10 each. The analysis was carried out with the mean form of at least 10 pebbles taken from each 

sampling station. In each case, 5 sets per sample location representing 50 pebbles for the four locations visited. The 

measured parameters were subjected to statistical and mathematical treatments as presented in the rations in table 1. 
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Figure 3. (a) Matrix – supported conglomerates showing clast imbrication; (b) admixture of brecciated rock units 

with sub-rounded pebbles; (c) Lithologic log for the studied samples 

Table 1.Formulae used for statistical computation of pebble morphometric parameters 

 
 

8. Results and discussion 

The result for the mean pebble morphometric parameters is presented in Table 2. The pebbles are massive, matrix 

supported and crudely bedded, with clasts diameter ranging from 2.63 – 3.40 cm. The sorting is poor and pebble 

grains are weakly imbricated, with brecciated ferruginized layer admixed with sub-rounded pebbles (see Figs 3a-b). 

These features suggest lag deposits and conform to Miall (1978) facies classification “Gm”. Regarding the clasts 

sphericity, roundness and “Oblate – Prolate” Indexes, the parametric values of an average of 10 pebbles was used in 

the analysis (Sneed and Folk 1958). This formula was adopted because it was established comparing the volume of 

the particle with its maximum projection area which naturally opposes the direction of motion. The results show that 

the pebbles are sub-rounded to sub-angular and predominantly compact-bladed (Fig 4).Shape indices as 

paleoenvironmental indicators of quartzite rich rocks have been the subject of considerable discussions among 

experts (Els, 1988; Lorang and Komar, 1990; Illenberger and Reading, 1993), and the result have greatly aided 

interpretations from basin analysis to identification of valuable placer deposits. The mean values for the following 

morphometric parameters: Flatness index, elongation ratio, maximum projection sphericity index and oblate-prolate 

(OP) index are 0.57, 0.78, 0.74 and 15.65 respectively. The various parameters obtained in the pebble morphometric 

analysis together, with the different bivariate scatter plots have shown that the depositional environment of the basal 

of the section of the Awi Formation is predominantly influence by fluvial processes with beach / littoral influence 

(Figs 5a-b; Figs 6a-b) (Lutig, 1962; Okon et al 2019). 

Table 2. Result for the mean values of 20 batches of pebble morphometric parameters for Awi Formation 
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Figure4. Sphericity-form diagram for particle shapes (after Sneed and Folk 1958) – majority of the samples plot 

under compact bladed pebbles 

 
Fig 5. (a) Plot of sphericity against OPI (fields after Dobkins and Folk, 1970); (b) Plot of flatness index (FI) against 

maximum projection sphericity index (fields after Stratten 1974) 
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Figure 6. (a) Field photo showing fining upwards succession in the Awi Formation with the conglomeratic facies of 

the Awi Formation at the base; (b) Environmental determination chart (modified after Sames 1966).  

The sediments along the transect show energy setting associated with a mix of high and relaxed energy at different 

times during depositional process, establishing conditions for selective gravitational sorting of the sediments, 

allowing for the possible concentration of placers of economic interests at various depocenter. In such cases, 

transient placer deposits (alluvial-colluvial and placers and fluvial placers) are the most likely targets for 

mineralization. These sediments are typically deposited by traction currents as bedloads and as bed contact loads and 

this interpretation is justified by their accumulation in different bedforms. 

Conclusion 

In this study, pebble morphometric analysis has aided the determination of paleoenvironments prevalent during the 

deposition of the basal conglomerates of Awi Formation. The depositional processes (abrasion conditions) 

responsible for shaping the pebbles were characterized from the study of the clasts morphology and their imbrication 

azimuth. Fluviatile process with some overlapping littoral influence has been shown to be responsible for the 

variation in clasts morphology of the para-conglomerates (matrix-supported) of Awi Formation. It is possible that 

the jointing, faulting, sheeting and/or exfoliation of the rocks of the Oban Massif, which is believed to be the 

principal source of the sediments (provenance), also accounts for the abundance of vein quartz in the area which was 

eventually adapted for this study. The recent mining activities at the southern fringes of the Oban Massif, involving 

gold extraction from active recent drainage channels suggests that some paleo-channels may form targets for gold 

exploration if proper attention is given to studies of this nature. This hypothesis is yet to be tested but is drawn from 

the fact that the rocks from where the gold grains are mined pre-date the Awi Formation and studies have shown that 

the provenance of the Awi Formation is the nearby Oban Massif rocks. This forms a template for further research 

in the area, especially geared towards testing the outlined hypothesis. 
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ABSTRACT 

The quality of ground and surface waters within Akamkpa and environs were assessed and characterised for 

irrigational suitability. From 18randomly selected sampling locations (streams, rivers, hand dug wells and 

boreholes), 35 water samples were collected for investigation in both rainy and dry seasons using the APHA 

standard methods. Temperature, pH, and EC were determined in-situ using appropriate equipment and 
methods.Samples were analysed for Na+ and K+, by flame photometric method, Mg2+ and Ca2+ by titrimetric method 

using EDTA, SO4
2-via turbidimetric method, HCO3

- and CO3
2-by titrimetric method.  NO3

- via the Brucine 

colorimetric method described in Ademoroti (1996) using UNICAM UV2 spectrophotometer. Dissolved Oxygen 

was determined by method of precipitation and Cl-via volumetrically using standard AgNO3 solution. Comparing 

parameters such temperature, pH, EC, total hardness and total alkalinity with standards showed that they were all 

below the permissible limits for irrigation waters. Computed values of SAR, %Na, RSC, Kelly’s Ratio, MR, PI, Ion 

Exchange as chloro-alkaline indices, and Wilcox Plot indicated that both surface and ground water resources from 

the area were all below the permissible limits making the waters fit for irrigational purpose.  

 

Keywords: Suitability, Physicochemical Parameters; Total Hardness; Alkalinity; Irrigational Indices; Salinity, 

Ratio. 

INTRODUCTION: Water is very essential for crop production. Narayanan, (2007) posited that, the quality of 

natural water is generally controlled by factors such as; geology, recharge, discharge, human activities, residence 

time and the prevalent environmental conditions through which the water travels thus increasing its ionic content 

and total dissolved solids. To evaluate water qualitatively for irrigational use, there is need to have a better 
understanding of its prevalent chemical characteristics, i.e., the concentration of its total dissolved constituents 

(Raihan and Alam, 2008; Kavidha, 2012; Ibraheem and Khan, 2017). As suggested by Talukder et al., (1998), 

testing water quality prior to irrigation contributes to effective management and utilization of water resources since 

poor quality of irrigation water affects crop yields and soil physical conditions.Therefore, concerted efforts should 

be geared towards characterising as well as protecting all water sources and resources to ensure suitability and 

sustainable agricultural productivity in line with the recent agricultural revolution for food security by Federal 

Government of Nigeria.  

Study area Description 
The study area, Akamkpa town and its environs is situated in western Oban Massif, Southeast Nigeria and has an 

estimated area of about 4,500 km2. Geographically, the area is approximately located between Longitudes 8º00ꞌ and 

8º55ꞌ E and Latitudes 5º00ꞌ and 5º45ꞌ N, (Fig. 1). 

 

.  

 

 

 

 

 

 

FIG.1:  Map of Cross River State showing geologic settings, the study location and insert of Nigerian map. 

(Modified from Ekwere and Edet, 2021). 

 

Geologically, the area consists of highly deformed and weathered basement rocks of mainly igneous and 

metamorphic origin such as gneisses, schist and granite intruded by granodiorites, tonalites, pegmatite, diorites, 
charnockites and dolerites (Edet and Okereke, 1997; Ekwueme, 2003Ekwere and Edet,2023) (Fig. 2).  
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FIG. 2: Geologic map of the study area showing major drainage and sample locations 

 

According to Abua and Edet, (2007), soils in the area are derivatives of acidic crystalline rocks mainly granites and 

gneisses, with loamy sand to sandy loamy surface texture, leached mineral soils, acidic in reaction, low-in contents 

of exchangeable bases, organic carbon, total and available phosphorous. The area has many rivers and streams Fig 2. 

 

MATERIALS AND METHODS  
Collection of water samples: Surface and ground water samples were collected in wet and dry seasons at18 

locations (Fig. 3), and 37 water samples were collected for examination. At each sampling station, two portions of 
each sample were collected into plastic containers.  

Sample analysis: Water samples were analyzed for; Na+ and K+, using flame photometric method, Mg2+ and Ca2+ 

were determined by titrimetric method using EDTA, SO4
2- was determined using turbidimetric method, HCO3

- and 

CO3
2- by titrimetric method.  NO3

-was determined via the Brucine colorimetric method described in Ademoroti 

(1996) using UNICAM UV2 spectrophotometer. Dissolved Oxygen was determined by method of precipitation and 

Cl- was determined volumetrically using standard AgNO3 Solution. 

 

Irrigation Indices Used. 

𝑆𝐴𝑅 =     Na+/√Ca𝟐+ + Mg𝟐+/2   ……………..…………………………………………......(1) 

𝑅𝑆𝐶 = [(𝐶𝑂3
2− + HCO3

2-) – (𝐶𝑎2+ + 𝑀𝑔2+)]……...……………….……..……….……… .(2) 

RSBC   = HCO3
2-Ca ..……………………………………….……….………...…………..(3) 

PI = (Na+ + √HCO3
2-∗ 100 / (Ca𝟐+ + Mg𝟐+ + Na+) .…………...……..…………….……....(4) 

MR = Mg2+∗ 100 / (Ca𝟐+ + Mg𝟐+).……………………………………………………..….(5) 

Kelly′s Ratio = Na+/(Ca𝟐+ + Mg𝟐+) ..………………………….………………..…………(6) 

%Na+ = [(Na+ + K+) / (Ca2+ + Mg𝟐+ + Na++K+)] ∗100……….…………….………..……..(7) 

CAI -I = Cl− − (Na+ + K+) / Cl− ………………………………….……………......…….…..(8)  

CAI -II = Cl− − (Na+ + K+) / (HCO3
2- + SO42− + CO2− + NO3

−) ……………...……….…….(9) 

Total Hardness (TH) = (Ca2++ Mg𝟐+) x 50 ………………………………………………...(10)  

Todd’s Ratio (TR) = Cl−/HCO3
2-………….……………………………………………….(11) 

 

RESULT AND DISCUSSION  

Physical Parameters: Temperature, pH, EC, and TDS were below their permissible limits when compared with 

standards as shown in tables 1. 

Permeability index (PI): PI < 60 is considered suitable for irrigation while PI > 60 indicates otherwise. During the 

wet season, PI values vary from 0.003 - 0.24 with mean of 0.060, and in dry season, 0.004 - 0.04 with mean of 

0.020, and were all below 60 meq/L. Therefore, waters in the study area are suitable for irrigation purposes in 

respect to PI. 

Total Hardness (TH): Computed total hardness (TH) of waters from the study area vary between 3.90 - 128.00 

(mean 47.8) in wet season and between 5.00 – 297.00 with mean value of 52.20 in the dry season, respectively. 

Based on TH, all water samples fall under the excellent to good categories across seasons and therefore safe for 

irrigation. 
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TABLE 1. Statistical Summary of Calculated Irrigation Indices of water samples from the study area. 

 

 

SEASON STATISTIC 

 

SAR 

(meq/L) 

RSC 

(meq/L) 

RSBC 

(meq/L) 

Mg+Ratio 

(meq/L) 

Percentage 

Na+ (%) 

KR 

(meq/L) 

EC 

(μS/cm) 

PI 

(%) 

Total 

Hardness 

(meq/L) 

Todd’s 

Ratio 

(meq/L) 

Chloro-Alkaline 

Indices (meq/L) 

CAI-I CAI-II 

WET MIN 0.03 1.07 0.24 3.2 2.5 0.07 10 0.003 3.9 0.04 1.0 -0.03 

 MAX 0.69 7.17 6.19 36.8 88.24 1.76 310 0.24 128 4.28 0.99 2.34 

 MEAN 0.12 3.67 2.57 22.19 26.54 0.38 124.02 0.06 47.8 1.74 0.24 1.034 

 SDEV 0.151 1.958 1.748 8.615 22.658 0.409 111.19 0.0733 40.137 1.258 0.45 0.723 

DRY  MIN 0.08 0.25 -1.19 -56.1 3.12 0.02 10 0.004 5 0.11 -2.39 -0.31 

 MAX 0.85 6.49 3.03 380.0 79.59 3.04 448 0.04 297 24.92 0.98 5.62 

 MEAN 0.39 1.88 0.729 44.14 33.10 0.547 138.51 0.020 52.2 3.80 0.42 1.719 

 SDEV 0.265 1.615 1.094 88.319 21.246 0.761 133.15 0.0105 67.98 5.52 0.934 1.162 



 

 

Chloro-Alkaline Indices (𝐂𝐀𝐈): In wet season, most of the water samples have positive Schoeller index values 

while in dry season, they have negative Schoeller index. Basically, the positive index indicates that in these 

waters, there is a possibility of exchange of Na+ and K+ ions with Mg2+ and Ca2+and are therefore safe for 

irrigation purposes in respect to chloride content. 
 

SAR: Richards, (1954) suggested 5 classes; SAR values <10 = Excellent, 10-18 = Good, 18-26 = Fair, >26 = 

Poor class. Water samples from the study area in both seasons have SAR values less than10meq/L which falls 

within the Excellent class meaning the waters are free from any sodium hazard and therefore suitable for 

irrigational purpose. 

 

RSC:Richards, (1954) proposed that; RSC values <1.25 = Safe, RSC values ranging from 1.25-2.5 = Marginal, 

RSC values >2.5 = Unsuitable. RSC values of water samples vary from 1.07 to 7.17 with mean of 3.67in wet 

season, and 0.25 to 6.49 with mean of 1.88 in dry season. RSC values in samples BW1,3,7, SW1-6, and WW2-3 

and BW1,3and 4 in rainy and dry seasons respectively, were of the unsuitable category and requires treatment in 

respect to these parameters, while others were suitable for use. 

 

RSBC: Values of RSBC for waters during the wet season varies from 0.24 - 6.19 with mean of 2.57, and -1.19 - 

3.03 with mean of 0.73 in dry season, respectively. RSBC values indicates that all waters from the area across 

seasons falls under good category and are safe for irrigation. Positive residual sodium bicarbonate (RSBC) value 

indicates that dissolved calcium and magnesium ions are less than that of carbonate and bicarbonate contents. 

 

%Na: Values of %Na+< 20 = Excellent, %Na+20-40 = Good, %Na+40-60 = Permissible, %Na+ 60-80 = 

Doubtful, and %Na+> 80 = Unsuitable. Computed %Na+ of waters from the study area vary between 2.50 - 

88.24% with mean of 26.54% in wet season and between 3.12-76.59% with mean of 33.10% in the dry season.  

The % Na+ values of all water samples from the study location falls under the excellent to good categories across 

seasons.  

 

MR: Values of calculated MR in water samples from the study area range from 3.20 to 36.8 with a mean of 

22.19 in wet season and -56.10 to 380.00 with mean of 44.14 in waters in the dry season samples. All values of 
MR for water samples from the study area across seasons were less than 50 and falls within the permissible limit 

for irrigational purposes except SW3. 

 

KR: Kelly, (1963) proposed two major categories of water based on Kelly ratio; KR> 1 indicates excess Na+, 
while KR < 1 indicates less Na+ and the water suitable for irrigation. Computed KR ranges between 0.07 – 1.76 

with mean of 0.38, and 0.02 – 3.04 with mean of 0.55 in wet and dry seasons, respectively. KR values of most 

water samples in both seasons were <1, hence, suitable for irrigational, others with high KR values are not safe 

for use and requires treatment. 

 

Todd’s Ratio: Todd’s ratio ranging from 0.5-1.3 = low salinity hazard, 1.3-2.8 = medium salinity hazard, 2.8-

6.6 = high salinity hazard, and 6.6-15.5 = very high salinity hazard. Across seasons, most water samples had 

computed Todd’s ratiobetween the low salinity hazard and the medium salinity hazard categories indicating that 

waters are safe for irrigation purposes. 

 

Wilcox Plot: In wet season, 22.2% falls within the Excellent – good zone, 66.7% are within the Good – 

Permissible class and 11.1% are unsuitable while in dry season, 23.5% falls within the Excellent – Good zone, 

70.6% are within the Good – Permissible class while, 5.9% are unsuitable category. Generally, from Wilcox 

plots, greater percentage of waters fall within the Good – Permissible class indicating that water resources 

across seasons in the area are good and permissible for irrigation use.  



 

 

a)   (b)    

Fig. 3: Wilcox plot for analysed water samples across the study area (a) rainy and (b) dry season. 

CONCLUSION: The physicochemical parameters of both ground and surface waters within the area were 

assessed and confirmed to be below and within the permissible limits for irrigational suitability. The study 

revealed that SAR, MR, PI, Kelley’s ratio, TH, EC, and Ion Exchange values of all sampled waters across the 

seasons were of the excellent categories for irrigation standard guidelines. Indices such as %Na, RSC, RSBC, 

Wilcox plot +-+and Todd’s ratio were of the permissible category across the seasons. Therefore, it was 

concluded that on a general scale, the overall quality of all sampled ground and surface waters from the study 

area were within the safe limit as compared to standard safe water quality norms for irrigation and therefore safe 

for use by farmers. 

RECOMMENDATION: Suitability check should be a routine, extended beyond the study area and for areas of 

no compliance, appropriate prevention and treatment should be carried out. 
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ABSTRACT 

Temperature variation has been used extensively as a major index in determining climate 

change. The study was conducted in Calabar and satellite data were obtained from the 

database of climateknowledgeportal.worldbank.org/ for temperature for 121 years (1901 to 

2022). The study analyzes temperature trends using time series models. Statistical tools such 

as Mann-Kendall trend test are dependable method often used to identify the behavior of time 

series data while the ARIMA model were applied to predict the temperature trend for 20 

years. Mann-Kendall trend test indicates an upward trend and with a large Z-value of 4.54 

suggesting a very strong increasing trend and an extremely small p-value of 5.5e-6 far below 

the common 5% significance level reflect the trend is highly statistically significant. Using 

ARIMA (2,2,1) modeling, the results also reveal an increasing temperature trend over the 

past century. Using this model, temperature projections for the next decades indicates a rise 

from 26.30°C in 2022 to 27.40°C by 2032 and 28.10°C by 2042. The result from ARIMA 

(2,2,1) model shows an increase in annual mean temperature from 26.30C in 2022 to 27.40C 

by 2032 and 28.10C by 2042, making an overall possible increase of 1.80C in the next two 

decades. This predicts a temperature increase at the rate of 6.84% by 2042. These findings 

emphasize the influence of anthropogenic factors, such as greenhouse gas emissions and land 

use changes on climate change. And these changes will definitely have severe consequences 

on climate change with severe repercussions on the environment, especially on agriculture, 

thus threatening food security and other socioeconomic implications. The knowledge gained 

from this study could be very important while planning and mitigating the impacts of climate 

variability in the region. 

Keywords: Temperature; ARIMA model; Mann-Kendall trend test; Greenhouse Gases; 

Climate Change 
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1.0 Introduction  

Understanding and predicting temperature trends is crucial in a region like Calabar, Nigeria, where 

climate variability has significant implications for agriculture, health, and socio-economic activities.[1] 

As climate change continues to impact weather patterns globally, there is a growing need for accurate 

forecasting models that can anticipate future temperature trends and help mitigate the associated risks [2]. 

Among others, some of the most common approaches to time series forecasting are the ARIMA and the 

SARIMA models, which have been found efficient in the capture of the trend in climate data. 

Human-induced climate change, through activities involving the use of fossil fuels and the clearing of 

forests, is now causing soaring temperatures, violent weather, natural calamities, extinction of species, 

and reduced productivity in crops. [3] Conference of Parties (COP 21) held in Paris in 2015 propose to 

limit this rise in temperature by 20C to 1.50c by 2100 compare to the pre-industrial level as the world is 

heading to 3-40C by the end the century. COP 26proposes decarbonization and deforestation to maintain 

the temperature at 1.50C by 2050 though, the present trend indicates a rise up to 2.40c. by 2050 [4]. 

General climate variability already has a discouraging impact on crop production in Sub-Saharan 

Africa. These could be buffered by mitigation practices like crop diversification and irrigation, Certain 

climate-smart agricultural practices not only enhance productivity but also reduce emissions. In Konso, 

Ethiopia has significantly improved crop yields amidst climate variability. [5]. 

Ayoade [7] analyzed SARIMA models to forecast annual minimum and maximum temperatures, and 

rainfall in Ijebu Ode City, southwestern Nigeria, using data from 1989 to 2018. The study identified 

SARIMA (4,1,1)(1,1,1)₁₂ for maximum temperature, SARIMA (1,1,1)(1,1,1)₁₂ for minimum temperature, 

and SARIMA (2,1,1)(0,1,1)₁₂ for rainfall as the best-fitting models. The forecasts predict rising 

temperature and rainfall trends from 2019 to 2028, suggesting significant implications for regional 

economic and agricultural productivity. The research underscores the value of SARIMA models in 

guiding future weather-related planning strategies in Ijebu Ode City and its surroundings. 

Shitu et al. [8] developed a forecasting model using the SARIMA(4,1,6)(2,1,2)₁₂ model for monthly 

mean temperature in Jos city, analyzing data from 1986 to 2023. The model, validated through MAE, 

RMSE, MAPE, and R², was identified as the most reliable for temperature prediction in the area. 

M.A. Okono et al., 2022[10] investigated the relationship of meteorological conditions with solar energy 

reception in southern Nigeria using data across 17 locations in three eco-climatic zones from 2005 to 

2016. The analysis, through the Mann-Kendall trend test, indicates that no significant annual solar 

irradiation and temperature trends occur. However, a strong relationship between the two variables does 

exist, indicating that regional climate and vegetation exerted a major impact on their variation. It will also 

be presenting findings that could aid in decision-making for the adoption of solar energy technology in 

the region 

Adams et al. [9] applied a SARIMA model to Osun State's monthly rainfall data, identifying 

SARIMA (1,0,1)(1,1,1) as the best fit after seasonal differencing. The analysis, supported by ACF and 

PACF plots, revealed seasonality. Despite an initial model showing an insignificant autoregressive 

parameter, the final model was used successfully for forecasting. 

This study focused on analyzing the temperature variation and predicting future temperature in 

Calabar, Nigeria (mangrove swamp). Annual trends of temperature in Calabar will be plotted for the 

period of 122years (1901-2022). The Mann-Kendall test has been applied to bring out the significance of 



 

 

the trend of increase/decrease of temperature while ARIMA (2,2,1) will be adopted to predict the future 

temperature in Calabar. Gaussian distribution and box plots have also been carried out to study the nature 

of distribution. 

2.0 Methodology 

Trend analysis is a statistical procedure that determines whether data values over time are 

going up, down, or staying constant. [10]. There are several types of properties possessed by the 

data, such as seasonal variation among others, which may make identifying the trend difficult. 

All these widely used trend detection methodologies have certain limitations and prerequisites 

for validity, such as independence of data and normality of distribution.[11]. The Mann-Kendall 

test, though effective with increased sample size, may be unreliable in specific cases, such as 

when there is a high variability within a time series or when the pre-whitening test is applied. 

Stationarity test is adopted to remove the seasonality from the data. [12] 

The partial autocorrelation function (PACF) and autocorrelation function (ACF) is use to choose 

the most perfect lags to fit into the ARIMA model. [13] The Box-Jenkins ARIMA (2,2,1) Model which 

has been shown to have several advantages over others have been adopted.[11]Other methods used in the 

analysis of the data obtained include the use of box plots. Kernel density Estimation-KDE- plots have also 

been used to explain the distribution of the data better.[14] 

2.1. Theoretical Review 

Box plots depict the statistical distribution of data. Since the KDE does not provide a detailed view of 

data, it gives more about the skewness of the data.[14] Box plots are represented in flow; 

Lower extreme/minimum ( ( 1 1.5 1 )Q QR  , lower quartile ( 1)Q , median ( 2)Q , upper quartile ( 3)Q  

and upper extreme 

( 4 3 1.5 1 )Q Q QR   . 

. 

KDE is one method of estimating features and distribution in a set of observations. When using KDE, an 

idea about the probability density function for the normal distribution is taken into consideration: [15,16] 

For a univariate KDE, the PDF is given as [17]. 
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Where,   is the standard deviation and   is the mean. 

In equation (1), the ‘argument’ exponential function 
2
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2
x 


  is a quadratic function of x . This is a 

parabola which points downward as very well seen from Gaussian/normal distributions); this is because 

the quadratic function has a negative coefficient [17] 



 

 

The coefficient of the function from equation is a subject in front of the exponential function which does 

not depend on. Normalization factors are given by; 

2

1

2
 from equation (1) is the coefficient of the function which does not depend on x . The 

normalization factors are; 
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Equation(2) can be simplified by assuming a standard deviation ( ) of 1 and a mean ( ) of 0. 
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               (3) 

Equation (3) is the breakdown of the one-dimensional (1D) Gaussian kernel function which has been 

employed in this study.  

2.2. The Mann-Kendall Trend Test 

The Mann-Kendall test is another important non-parametric test widely used by the researchers in 

time-series data. The most important advantage of this test is that it does not require any particular 

distribution of data, and thus it can be applied for a wide range of datasets [18]. It was developed to work 

out linear trends in the data. The MK test, in general, is thus an important analysis technique that maps 

out trends and patterns of time-series data for use in underpinning various scientific inquiries. [19] This 

test will be applied within a given range of data. jx  agrees with the equation below; 

,( )j i ix f t                                (4) 

( )if t  is a function of continuous increasing or decreasing monotonically, i are the residuals. 

The M-K test uses the statistic S, computed by
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     (6) 

 

The number of values is represented by n. A positive S value indicates an upward variation, and a 

negative S value signify decreasing trend variation.  

To calculate the value of the Z statistic, the variance of S’ VAR(S) is used [20] 
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g is the number of tied groups in the series (showing that the test takes the tied or equal values into 

account. The test statistic Z is obtained using the values of VAR(S) and S [20]; 
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           (8) 

2.3. ARIMA model 

ARIMA stands for Autoregressive Integrated Moving Average and is the general class of statistical 

models used in time series analysis for forecasting. ARIMA bases its forecast of future values on a times 

series 'past values' and/ or forecast errors. A non-seasonal ARIMA model is classified as an "ARIMA (p, 

d, q)" model where p refers to the number of autoregressive terms, d refers to the number of non­seasonal 

differences and q refers to the number of lagged forecast errors (moving average) in the prediction 

equation. A process, is said to be ARIMA (p, d, q). [22] 

2.3 The Box-Jenkins ARIMA Model 

The Box-Jenkins methodology refers to the set of procedures for identifying, fitting, and checking 

ARIMA models with time series data. Forecasts follow directly from the form of the fitted model. By 

Box-Jenkins, a pth order autoregressive model. [23] AR (p); 

1 1 2 2 ....t t t p t p tY c Y Y Y e                 (9) 

From the model above, the future values Y  is dependent of previous lagged values of Y , regression of tY

on 1, 2t tY Y  , P  order  of AR; current value of Y is dependent on how many previous lagged value of 

current Y . If 2P  , that means tY is dependent on 1tY   and 2tY  , P from PACF [24] 

Moving Average 

MA(q) 

1 1 2 2 ....t t t t q t qY c e e e e                (10) 

The future values of Y  is dependent of previous lagged values of white noise that is the irregular 

component. White noise is just the error is the difference between the actual value and predicted value. 

So, we take into consideration the error also to predict the future value, autocorrelation between the 

errors, ACF gives q [25] 

Integration  

d(I) 



 

 

1t t tY Y Y                                            (11) 

Integrated means number of times we difference the data when we have to integrated it back to get the 

original series, we differentiate to remove trend and seasonality to it stationary series as only after making 

a series stationary then, we can implement AR, I and MA.[26]. The combined model (ARIMA) is given 

as; 
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(12) 

 

3.0 Study location 

The capital of Cross River State is Calabar, which is situated at latitude 4.970N and longitude 

8.300E, in the southern part of Nigeria. The city is characterized by a tropical climate with 

marked rainy and dry seasons.[16] Normally, the dry season runs from November to March, 

while the rainy season runs from April to October. This study has procured from 

https://climateknowledgeportal.worldbank.org annual temperature data for 122 years.and this 

data will be analyzed using ARIMA (2,2,1) model. The aim is to investigate the trend of 

temperature variation and prediction of future trend of temperature. The findings from the study 

are expected to provide a basis for future trend of temperature. 

 

Figure 1. Map of Calabar. 

 



 

 

 

Building ARIMA model 

      

    

 

 

 

 

Figure 2. Building ARIMA model 

4.0 Results  

 

Figure 3. Annual trends of temperature 

 

Figure 4. Rolling mean of Annual temperature trend. 

 

Figure 5. Box plot showing temperature distribution 
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Figure6. KDE plot showing temperature distribution  

 

Table 1 

The M-K trend test  

 
Location Test 

Statistic 

(Z) 

p-value 

(Two-

tailed) 

Sen's 

slope 

(Q) 

Test 

Interpre 

tation 

Trend 

Calabar 4.54 0.0000055 

 

0.003 TRUE Increa 

sing 

 

 

 

Figure 7. Decomposition of annual temperature 

 

Figure 8. Diagnostics plots of Temperature 

 

Table 2 

Stationarity test of temperature 

ADF test (Augmented Dickey-Fuller test) 



 

 

 

Figure 9. Autocorrelation plot 

 

Figure 10. Partial autocorrelation plot 

 

 

Figure 11. Fitting ARIMA model  

mean_squared_error =0.09395011551873507 

 

Figure 12. ARIMA model (predicted test data from train data) 

Year              Forecast   

2023-12-31    26.733329 

2024-12-31    26.316430 

2025-12-31    26.862820 

2026-12-31    26.797346 

2027-12-31    26.868436 

2028-12-31    27.102729 

2029-12-31    27.253906 

2030-12-31    27.324608 

2031-12-31    27.333422 

2032-12-31    27.470180 

TEST TYPE Test statistics P-value 

ADF -3.819472 0.037083 



 

 

2033-12-31    27.534623 

2034-12-31    26.888278 

2035-12-31    27.376386 

2036-12-31    26.943230 

2037-12-31    27.522655 

2038-12-31    27.490889 

2039-12-31    27.556279 

2040-12-31    27.859422 

2041-12-31    28.026848 

2042-12-31    28.154350 

 

 Figure 13. Decadal prediction of temperature 

 

Figure 14. Fitted decadal prediction of temperature 

 

 

Figure 15. ARIMA model (predicted temperature) 

 

Figure 16. Fitted ARIMA model 

4.0 Discussion 

Figure3and 4 show a line plot of annual temperature trend in Calabar and the rolling mean of temperature. 

Temperature recorded its lowest value at 25.50c in 1978 and highest value of 26.80c in 2021. From 1978 

to 2021, temperature lower than or equal 25.50have not been observed as the temperature keep increasing.  



 

 

 To visualize the distribution of temperature data in Calabar, the box plot present in figure 5.The 

result shows that 50% of the data are between the range of 26.00c to 26.40c while the lower part constitute 

25% and 25% in the upper whisker.  

 Figure6 show a kernel density estimation (KDE) plot of temperature in Calabar. The univariate 

Gaussian (normal) distribution as to show the modal peaks and skewness of the distribution. The aim of 

this plots is to reveal the median, modal peak and density. The unimodal distribution seems to have its 

modal peak at about 26.1o and density of 1.6. 

The Mann-Kendall trend test 

The M-K test have been used to analyze the significance of temperature trend in Calabar with Sen’s 

slope. The result in Table 1 shows the temperature trend in Calabar with a large z-value of 4.54 

suggesting a very strong increasing trend and an extremely small p-value of 5.5E-6 far below the common 

5% significance level and a positive Sen’s slope value of 0.003indicates a consistent upward trend in 

temperature suggesting a gradual increase over the period analyzed. At 5% significance level, the 

temperature variation theaccept the alternativehypothesis H1 and reject the null hypothesis H0 andafter its 

probability value (P-value) of increasing trend was found to be less than the significance level  =0.05. 

This can be interpreted as there is an upward trend and its statistically significance. 

The Augmented Dickey-Fuller (ADF) test has been adopted the check the stationarity of the data, it has a 

null hypothesis component and the alternativehypothesis component as shown in Table 2.  The test 

Statistics of -1.819472indicates stronger evidence against the null hypothesis. The p-value of 0.037083 is 

less than the commonly used significance level of 0.05, we can reject the null hypothesis with 95% 

confidence and conclude that the series is likely stationary.  

From 7, shows the decomposition of the annual temperature into different components.From figure 7, It 

was observed that the trend of temperature is without seasonality since the data is been distributed as the 

annual mean temperature. 

This model consists of the following procedure which includes; model identification, model estimation, 

model checking and model prediction.  

Model identification  

The study of ACF and PACF plots are important in fitting ARIMA model, and the objective is to be sure 

that the plot is stationary also to identify the suitable lag to apply. The ACF and PACF are the correlation 

of the time series with its lags, after removing the lower-order lags between them. Figure 9 and 10 show 

that the shaded area are the insignificant areas, the point where line extended out of the insignificant area 

iswhat we consider.The PACF plot has a significant spike at lag 1,2 and 3 therefore, either lag 1, 2 or 3 

can be apply, the value ‘zero’ is not of great important to this plot. In this study, lag 2 have been adopted 

which means p=2 for the PACF plot. Similarly, the value of ACF plot is 1, therefore, q=1. This suggest an 

ARIMA (p,d,q) model to be (2,2,1). The PACF measured the balance variance of the lag. It identifies 

whether such lag can be included with the autoregression (AR). Again, the ACF measured the correlation 

with lag, it judges the moving average model (MA). Therefore, we focus on the two models. The ‘d’ 

component of the ARIMA model is the number of times we difference the data to make stationary either 

one time or more  

Goodness of fit/model verification/model Diagnostics 

Ljung-Box test 

         

         



 

 

This approach of time series modelling is good in chosen the best model that fits the data. From Figure 8 

above, the standardization residual indicates that the residuals of the model have a mean of zero and 

constant variance since the residuals are concentrated at -2 to 2. Ljung-Box statistical test shows a p-value 

of 0.05 and been flat means that the lags is between the 95% confidence interval or the standardized error 

bounds and all the lags are between the shaded area, it is said that the correlogram is flat and no 

information that have been left uncaptured. Therefore, ARIMA model is the most ideal and the prediction 

will be based on this model. 

Normality test for residual 

The Q-Q plot (quantile-quantile plot) in figure 8 shows that the observation is within the line and point 

close to the straight line. This imply that the residuals in the model are normal. The histogram shows a 

bell shape distribution plot of the residuals and it indicate the model is good for prediction. 

Fitting ARIMA model using Box-jenkins Approach 

This section discusses and analyzes the future temperature trend with the help of an ARIMA model. 

Figure 11 is a line graph showing annual mean temperature recorded from 1901 to 2022. The upward 

trend looks really steady from 1978 to 2022; the minimum recorded temperature in this tenure ranges 

from 25.50° to a maximum of 26.80°. Since 1979, no average annual temperature has been recorded 

below 25.50°C. 

Prediction  

Figure 11 show an ARIMA plot with a mean_squared_errorof 0.09, the result indicate that the model is 

good for prediction. In other to confirm if this model can predict future temperature trend, the data were 

divided into 70% and 30% were the 70% is the train data and the remaining 30% is the test data. This 

result show that the test data fitted well into the original data, it also indicates that the model is good for 

prediction. 

Figure 16. shows a graph of decadal prediction of annual temperature and the result indicates a minimum 

temperature of 26.30c in 2024 and a maximum predicted annual temperature of 27.40c by 2032. Similarly, 

prediction of another decadal variation shows that by 2042, annual mean temperature will increase to 

28.10c. These findings agree with Manga and Kalu (2024) for Jos after their result shown that ARIMA 

model was good for the prediction of temperature trend. Similarly, Fashaeet.al., (2019) compare the 

artificial neural network (ANN) and autoregressive integrated moving average (ARIMA) to model River 

Opeki discharge (1982–2010) and to use the best predictor to forecast the discharge of the river from 

2010 to 2020. The result showed that autoregressive integrated moving average performs better 

considering the level of root-mean-square error and higher correlation coefficient. 

Conclusion 

it has been shown that the annual temperature trend for Calabar, the capital of Cross River State in 

Nigeria, from 1901 to 2022. The study was undertaken to obtain a better view of temperature trends and 

distribution of data. The Mann-Kendall trend test was adopted for studying the significance of the trend. 

The ARIMA model of order (2,2,1) is used to predict future temperature data. The following results are 

outlined. 

 The trend of the annual temperature of Calabar was increasing with much significance from the 

Mann-Kendall trend test. 

 The result from the distribution plots (Box plot and KDE plot) shows that the  



 

 

density of the temperature data is between 26.00c to 26.30c for the period 122 years (1901-2022). 

 The result from ARIMA (2,2,1) model shows an increase in annual mean temperature from 

26.30c in 2022 to 27.40c by 2032 and 28.10c by 2042, making an overall difference of 1.80c for 

the next two decades. 

 This result implies that anthropogenic activities greatly influence the change in climate. The 

greenhouse gases such as Co2, CH4, N2O O3 and HCFC emitted from industries, transport system 

burning of fossil fuel, coal mining, and agriculture sector. These gases act like a thick blanket 

wrapped around the Earth, trapping the outgoing long-wave (infrared) radiation from the earth 

surface and thus raising the atmospheric temperature. Land use factors such as deforestation, 

roads construction and urbanization reduce the rate of reflectivity of solar radiation thereby 

increase the amount of energy budgeted to reach the earth surface. 

 Consequences ofclimate change in Calabar is expected to experiences increase flooding and 

drought in some part of the state. Northern part of the state will experience prolong seasonal drought 

which will decrease food production and leads to famine, population displacement, conflicts and 

biodiversity loss. Changes in rainfall pattern with increase temperature and increase in floods and 

draughts will impact substantially on food security and water availability. Increase in rainfall will lead to 

soil erosion and water logging of crops as some crops are vulnerable to high temperature.  
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ABSTRACT 

Temperature and precipitation variabilities is of great important in understanding climate change. 

The study was conducted on fifteen locations across the five vegetation zones, ranging from 

Humid Forest to arid Sahel Savanna. Satellite data were obtained from the database of 

climateknowledgeportal.worldbank.org/ for temperature and precipitation for 31 years (1991 to 

2022). Statistical tools such as the Mann-Kendall trend test have been adopted to study the trend 

of time series data, while the linear regression and kernel density estimation have also been 

adopted to understand the relationship between the two parameters. The Mann-Kendall trend test 

results have shown the general increase in temperature over all zones with large positive Z-

values and very small p-values indicating that the trends are highly statistically significant, with 

most pronounced upward trend seen over all the zones except for Maiduguri in Sahel Savanna 

that is not statistically significant. Increasing and decreasing trend for precipitation were 

observed across the zones in this case the trends were not statistically significant as the p-values 

were seen to be greater than the common 5% (0.05) significance level. These findings also reveal 

a weak negative correlation between temperature and precipitation in all the vegetation zones 

except for Yenagoa with a moderate relationship as temperatures keep increasing along with 

lower rainfall. Most importantly, the findings have implications in agriculture, water 

management, and climate adaptation strategies, since rising temperatures combined with shifting 

rainfall patterns pose risks for drought-prone areas. In understanding these climatic trends, 

policymakers and other relevant stakeholders will be better positioned to take interventions that 

reduce the adverse effects of climate variability on ecosystems, agriculture, and livelihoods in 

Nigeria. 

Keywords: Temperature; Precipitation; Mann-Kendall Test; Sen’s slope; Kernel Density; 

Regression; Greenhouse Gases; Climate Change; Vegetation 

1.0 Introduction 

Climatic variability, at present times, has been a global concern because it influences most of the 

environmental processes and ecosystems.[1] Climatic fluctuations have become one of the important 

determinant factors in vegetation zones and affect agriculture, water, and biodiversity in Nigeria. The 

different vegetation zones extend from the mangrove swamps along the coasts to the savannah and semi-

arid zones that lie farther inland (Ita, R. E., & Ogbemudia, F. O. (2023). It will be important to understand 

the levels in which climate variability occurs and specific impacts it causes on these vegetation zones for 

developing appropriate response strategies on adaptation and mitigation. [2] 
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Zaied et. al. 2023 For example, studies have recorded that, in Nigeria, climate variability has induced 

sudden changes in vegetation cover, which in turn affects agriculture, the supply of water, and public 

health. [3] Desertification, due to fluctuating rainfall and increased temperature, occurs in northern 

Nigeria, with implications for agricultural productivity. [4] In southern Nigeria, changes in temperature 

and rainfall patterns have affected crop and natural vegetation growth, thus affecting food security and the 

local economy.[5] These climatic changes are causing a shift in the distribution of crops and may 

therefore alter the livelihood of farmers and communities who rely on agriculture. [6]This study will be 

important for policymakers, environmental planners, and farmers in devising adaptive strategies to 

overcome adverse impacts brought about by the variability in climate, such as shifting cultivation, 

deforestation, and water management systems. [7] Understanding time-varying climatic changes will 

enable stakeholders to adopt sustainable agriculture, reforestation, and better water management practices 

that can reduce impacts of climate change. [8].  

E.P. Agbo et al., [9] in their 2023 study, discussed the current state and variation of vegetation zones in 

Nigeria. They have related these changes to climate change, which is largely human-induced through 

activities like deforestation and greenhouse gas emissions. It covers data from 1981 to 2020, applying the 

innovative trend analysis after Sen in concert with the Mann-Kendall test to investigate the main 

environmental variables, including trends of surface temperature, photosynthetically active radiation, 

relative humidity, and precipitation. The results attained indicate mixed trends; while some of the 

variables are increasing, others decline. The trend in PAR is insignificant, according to this study. In other 

words, the authors of this paper conclude that such an increase in these parameters might serve as an 

indicator of the trend toward greening vegetation in Nigeria and, accordingly, a potential for regional re-

greening. 

M.A. Okono et al., 2022[10] investigated the relationship of meteorological conditions with solar energy 

reception in southern Nigeria using data across 17 locations in three eco-climatic zones from 2005 to 

2016. The analysis, through the Mann-Kendall trend test, indicates that no significant annual solar 

irradiation and temperature trends occur. However, a strong relationship between the two variables does 

exist, indicating that regional climate and vegetation exerted a major impact on their variation. It will also 

be presenting findings that could aid in decision-making for the adoption of solar energy technology in 

the region. 

Ewona I.O. presented a study in 2014 [11] with the analysis of 30 years of rainfall data from 23 weather 

stations across Nigeria, from 1997 to 2007. The regression equations, with constants showing trends, 

varying from -0.006 to 0.230 and coefficients from 35.81 to 228.5 showing therainfall volume, were 

presented using ten parameters. The variation in rainfall showed a uniform increase with time. Besides, 

there was a marked latitudinal effect on the constant b which decreased with latitude at a rate of -18.87 

per degree of latitude at a correlation of 0.92. Among the stations, Katsina recorded the lowest rainfall 

and Calabar had the highest. Overall, a strong latitudinal gradient in rainfall was observed with higher 

amounts falling in the southern parts. 

This study aims to analyze the variation of temperature and precipitation in 15 locations across the 

vegetation zones in Nigeria (the Humid Forest zone, Derived Savanna, Guinea Savanna, Sudan Savanna 

and Sahel Savanna). Satellite data were obtained from the database of 

climateknowledgeportal.worldbank.org/ for temperature and precipitation for 31 years (1991 to 

2022). Monthly trend in each vegetation will be plotted and compared with the annual trends. Mann-

Kendall and Sen’s slope estimator will be adopted to study the significant of increasing or decreasing of 

the temperature and precipitation.  



 

 

2.0 Methodology 

Various methods have been used in analyzing the data obtained. These include box plots describing data, 

linear regression plots between temperature and precipitation for better understanding of variation 

between the two, and Kernel density estimation plots that have also been used for better explanation of 

distribution of the data. 

2.1. Theoretical Review 

Kernel Density Estimate (KDE) is a nonparametric estimation method for the probability density function 

of a random variable. It smoothed the data points by placing a kernel on each data point and summing 

these kernels to create a continuous probability distribution to visualize the underlying distribution 

without assuming any particular parametric form. The PDE is given as [12]. 
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 is the standard deviation and  is the mean. 
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Equation (1) can assume a standard deviation ( ) of 1 and a mean (  ) of 0. 
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The equation (3) is the simplified version of one-dimensional Gaussian Kernel function, which has been 

used in this study due to its flexibility and capability of providing a smooth representation of distribution 

without assuming any particular form, which are advantageous in the process of exploratory data analysis. 

Linear regression 

The dependent and independent relationship between two variables is what the linear regression function 

demonstrates. For a simple linear regression, we will have one independent and one dependent variable 

[13]. 

It is given by 

Y mX c e                                   (4) 



 

 

where Y is dependent variable, X is the independent variable, m gives the value of slope,c gives the value 

of intercept, and e the residual error. The equation exposits a relationship-linear among the intercept and 

the slope. Using this equation, the coefficient of correlation, R, between the temperature and the 

precipitation            is worked out. [14]
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where x and y are the two variables of precipitation and temperature. 

The Mann-Kendall trend test 

Among several others, the Mann-Kendall trend test is one of the most frequent methods used for time-

series data investigation. This is a non-parametric test that depends less on the actual distribution of data 

and hence is versatile in application on various data sets in general, MK test is an efficient trend and 

pattern analysis tool in time series data, which can be used to support various scientific studies.[15] 

We can apply this test when a given range of data jx agrees with the relation; 

,( )j i ix f t                            (6) 

( )if t  is a function of continuous increasing or decreasing monotonically, i are the residuals. 

The following Mann-Kendall test null hypothesis-H0 implies no trend, whereas the alternate hypothesis-

H1 indicates there is a trend in series. If the test resultant obtained agrees with the null hypothesis-

meaning there is no trend-it means the given data x are randomly ordered in time t, while on the other side 

the alternative hypothesis indicates either an increasing monotonic or decreasing monotonic trend. [16] 

The Mann-Kendall test uses the statistic S, calculated using; 

y are the mean of the x and y values respectively. The coefficient of determination can be easily obtained 

by: just squaring the above equation. An estimate of the error of the regression slope is given by  
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To compute the value of the Z statistic, the variance of S’ VAR(S) is used [17] 
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g is representing the number of tied groups in the series (indicating that the test considers the tied or equal 

values). Using the values of VAR(S) and S the statistic test Z is obtained as 
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Sen’s Slope Estimator 

The nonparametric Sen Technique is utilized to determine the incline of a current linear pattern. The 

linear equation is represented by [18]. 

 f t Qt B                                   (11)     

The equation describes this as a time function that is continuously monotonically rising or 

falling, with Q denoting the slope and B denoting a regular. Calculating the slopes of each and 

every data item pairing yields the slope estimate in equation [19]. 
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Figure 1. Mann Kendall Trend Test Methodology

Study location 

Nigeria is bounded by longitude 2° E and 15° E and latitude 4° N and 14° N, when two important 

seasons, wet and arid, are considered. The seasons have thus influenced the adoption of different 



 

 

renewable energy sources; for instance, the various seasons in the country affect hydropower stations due 

to water availability and variability [21]. 

Geographically, northern states in Nigeria tend to be hotter than southern states. As such, extreme 

temperature and radiation values characterize it. [22]    Nigeria is situated just above the equator that by 

default receives the highest sunshineintensity [22]. Howbeit, due to the fact that the southern region of 

Nigeria is close to the Atlantic Ocean and the northern region close to the Sahara Desert, we realize our 

earlier described sunshine, temperature and solar radiation [23]. 

Data collection 

Monthly and annual data is been obtained from https://climateknowledgeportal.worldbank.org/for 

temperature and precipitation for the period of thirty-two years (1991-2022). 

Data visualization  

Python is a programming language that has been used as the Analytical tool used in the research.  

All graphical displays statistical analysis using a programming language. This Python program includes 

the packages sklearn, seaborn, matplotlib, pandas, and numpy used for visualizations such as box plots, 

linear regression, 1D kernel density estimate (KDE) plots, and Mann-Kendall trend test.y are the mean of 

the x and y values respectively 

 

Figure 2. Map of Nigeria showing all the vegetation zones.

TABLE 1; Geographical location for vegetation 

       

Location  Latitude Longitude 

Humid 

Forest 

zone 

   

Ikeja  6.60N 3.34E 

Yenagoa  4.94N 6.26E 

Calabar  4.96N 8.36E 

Derrive 

Savanna 

   

Ibadan  7.35N 3.87E 

Lokoja  7.81N 6.74E 

Makurdi  7.75N 8.52E 

Guinea    

https://climateknowledgeportal.worldbank.org/


 

 

Savanna 

Minna  9.62N 6.53E 

Lafia  8.51N 8.52E 

Jalingo  8.90N 11.34E 

Sudan 

Savanna 

   

Birnin 

Kebbi 

 12.47N 4.20E 

Kaduna  10.55N 7.41E 

Yola  9.27N 12.44E 

Sahel 

Savanna 

   

Sokoto  13.04N 4.20E 

Katsina  13.00N 7.59E 

Maiduguri  11.85N 13.14 

 

 

3.0 Results 

Monthly trends of temperature and precipitation 

Figure 3. Humid forest zone 

 

Figure 4. Derived Savanna 

 

Figure 5. Guinea Savanna 

 

Figure 6. Sudan Savanna 



 

 

  

Figure 7. Sahel savanna 

 

Figure 8. Annual trend for temperature                    

 
(a)                                               (b) 

 
(c)                                               (d) 

 
  (e) 

 

 

Figure 9.  Annual trend for precipitation 
 

 
(a)                                             (b) 

     

(c)                                       (d) 

 

         (e)



 

 

TABLE 2 

Mann-Kendall and Sen’s slope Test for Temperature from the period of 1991-2022 

Location 
Kendall's 
Tau 

Mann 
Kendall'

s 

Statistic 

(S) 

Test 

Statisti

c (Z) 

p-

value 
(Two-

tailed) 

Interce
pt 

Sen's 

slope 

(Q) 

Test 

Interpretatio

n 

Trend 

Humid 

Forest Zone 
        

Calabar 
0.63 

 

317.0 

 

5.12 

 

2.957e
-07 

 

26.09 

 

0.023 

 
TRUE Increasing 

Yenagoa 0.66 328.0 5.30 

1.11e-

07 
 

26.00 0.027 TRUE Increasing 

Ikeja 
0.65 

 

327.0 

 
5.29 

1.213e

-07 
 

26.9 0.034 TRUE Increasing 

Derrive 

savanna 
        

Makurdi 0.56 280.0 4.52 

5.98e-

06 

 

26.9 0.02 TRUE Increasing 

Lokoja 0.61 303.0 4.89 
9.61e-
07 

 

26.9 0.02 TRUE Increasing 

Ibadan 0.67 335.0 5.42 
5.81e-
08 

 

26.7 0.03 TRUE Increasing 

Guinea 

savanna 
        

Jalingo 0.38 191.0 3.08 0.002 26.1 0.01 TRUE Increasing 

Lafia 0.48 243.0 3.92 
8.63e-
05 

 

26.7 

 
0.01 TRUE Increasing 

Minna 0.57 283.0 4.57 

4.79e-

06 
 

27.6 0.02 TRUE Increasing 

Sudan 

savanna 
        

Yola 0.29 144.0 2.32 0.02 26.8 0.01 TRUE 
Increasing 

 

Kaduna 0.39 196.0 3.16 0.001 25.5 0.02 TRUE Increasing 

Beni-kebbi 0.48 241.0 3.89 

9.82e-

05 

 

28.6 0.02 TRUE 
Increasing 
 

Sahel 

Savanna 
        



 

 

Maiduguri 0.20 100.0 1.60 0.108 28.0 0.01 FALSE Increasing 

Katsina 0.32 160.0 2.57 0.009 26.6 0.02 TRUE Increasing 

Sokoto 0.39 197.0 3.18 0.001 28.7 0.02 TRUE Increasing 

         

TABLE  3 

Mann-Kendall and Sen’s slope Test for Precipitation from the period of 1991-2022 

Location 
Kendall's 

Tau 

Mann 

Kendall'

s 
Statistic 

(S) 

Test 

Statisti
c (Z) 

p-
value 

(Two-

tailed) 

Interce

pt 

Sen's 

slope 
(Q) 

Test 

Interpretatio
n 

Trend 

Humid 

Forest Zone 
        

Calabar -0.22 -112.0 -1.80 0.07 2429.0 -3.97 FALSE 
Decreasin

g 

Yenagoa -0.12 -60.0 -0.95 0.33 2549.0 -1.22 FALSE 
Decreasin
g 

Ikeja 0.05 26.0 0.40 0.68 1603.3 1.75 FALSE Increasing 

Derived 

savanna 
        

Makurdi -0.15 -76.0 -1.21 0.22 1544.6 -1.04 FALSE 
Decreasin

g 

Lokoja -0.14 -74.0 -1.18 0.23 1358.2 -1.88 FALSE 
Decreasin

g 

Ibadan -0.008 -4.0 -0.04 0.96 1206.2 -0.10 FALSE 
Decreasin

g 

Guinea 

savanna 
        

Jalingo -0.22 -110.0 -1.76 0.07 1374.5 -2.66 FALSE 
Decreasin
g 

Lafia -0.03 -16.0 -0.24 0.80 1170.3 -0.02 FALSE 
Decreasin

g 

Minna -0.04 -24.0 -0.37 0.70 1144.8 -0.73 FALSE 
Decreasin

g 

Sudan 

savanna 
        

Yola -0.22 -112.0 -1.80 0.07 1045.4 -2.70 FALSE 
Decreasin

g  

Kaduna 0.03 18.0 0.27 0.78 1169.6 0.89 FALSE Increasing 

Birninkebbi 0.03 19.0 0.29 0.77 898.6 0.72 FALSE 
Increasing 

 

Sahel 

Savanna 
        

Maiduguri 0.08 616.0 1.36 0.17 581.9 0.37 FALSE Increasing 

Katsina 0.15 78.0 1.24 0.21 743.7 3.33 FALSE Increasing 

Sokoto 0.05 28.0 0.43 0.66 657.3 1.23 FALSE Increasing 



 

 

 

Figure 10. Regression Analysis 
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Figure 11. KDE plot for all the Vegetation Zone 
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4.0 Discussion 

Monthly trends of temperature and precipitation

Figure 3 presents the monthly trends of maximum, mean, and minimum temperatures with precipitation 

in the humid forest zone: Calabar, Yenagoa, and Ikeja. The mean temperature ranges from an average of 

25.0°C in August to 28.19°C in March throughout the period under review. Precipitation also ranged from 

15.60 mm in January to 367.79 mm in September. Regarding temperatures, the minimum mean 

temperature is 24.85° C in Yenagoa during the month of August, and its maximum is 27.80° C during 

February. Similarly, the minimum and maximum precipitations stand at 35.94 mm in January and 380.44 

mm in September, respectively. In Ikeja, the minimum temperatures range from 25.35° C during the 

month of August to 29.31° C during the month of March. Precipitation is high during the month of June at 

309.81 mm while the lowest is during the month of December at 13.02 mm. These data give an indication 

that in this zone, temperature and precipitation are inversely related; that is, lower temperatures 

correspond to higher precipitation.    

Figure 4 shows the Monthly variation for maximum, mean and minimum temperature and precipitation 

for Derived Savanna region (Makurdi, Lokoja and Ibadan) The lowest and highest mean temperatures for 

Makurdi vary from 25.60°C in August to 30.16°C in the month of March, while the precipitations vary 

from 4.49mm in January to 270.74mm in September. Similarly, the pattern observed in Lokoja is such 

that the temperatures range between 25.34°C in August and 30.14°C in February, while the precipitation 

ranges from 3.55 mm in January to 255.92 mm in September. In the case of Ibadan, the monthly mean 

temperature ranges from 25.40°C in July to 29.26°C in March, while the rainfall varies from 5.91 mm in 

January to 236.47 mm in September. The results show that, within the tropics, there is a tendency for 

temperature to increase with latitude, while precipitation tends to decrease with an increase in latitude. 



 

 

Figure 5 depicts Monthly trend of maximum, mean and minimum temperatures with precipitation for 

Guinea Savanna (Jalingo, Lafia, and Minna). The monthly mean temperature of Jalingo has a variation 

from 24.60°C in December to 29.54°C in April, while precipitation fluctuates from 0.92 mm in January to 

242.51 mm in September. The lowest and highest average temperature is usually recorded in Minna: that 

is,25.78°C in August to a high of 31.53°C in March. Precipitation ranged from 0.70 mm recorded in the 

month of December to as high as 240.18 mm in September. For Lafia, the temperatures range between 

25.17°C in August and 30.36°C in March, while the precipitation varied between 0.60 mm in December 

and 226.43 mm in September. From the data, it can be observed that with an increase in latitude, there is a 

shift toward a general decrease in precipitation. 

Figure 6 illustrates the Monthly Maximum, mean, and minimum temperature, along with precipitation, 

trends for the Sudan Savanna. ForYola, the variation of mean temperature varies from 24.16°C in the 

month of January to 30.43°C in March, while precipitation is from 0.15 mm from the January to 227.97 

mm in the month of August. The average temperatures in Kaduna range from 23.88°C in January to 

29.35°C in April, while the rainfall ranges from 0.15 mm in December to 277.84 mm in August. In Kebbi 

State, however, the mean temperature changes from 25.71°C in January to 33.58°C in April, and the rain 

falls between a low of 0.42 mm in January and 239.42 mm in August. Results in the graph above show a 

seasonality shift in lower temperatures in January, associated with low precipitation due to the prevalence 

of cold and dry air. 

Figure 7 shows the monthly trends in maximum, mean, and minimum temperatures and precipitations for 

Sahel Savanna: Maiduguri, Katsina, and Sokoto. In Maiduguri, the mean temperature ranges from 

22.78°C in January to 33.07°C in March, while the precipitation ranges from 0.01 mm in January to 

205.27 mm in August. The range of temperature in Katsina is from an average of 22.01°C in January to 

31.56°C in April, while the rainfall ranges from 0.00 mm in January to 249.74 mm in August. For Sokoto, 

the temperature ranges from 24.35°C in January to 33.83°C in April, while the precipitation ranges from 

0.20 mm in January to 224.34 mm in August. The temperature decline is followed by a reduction in 

rainfall in the entire Sahel Savanna region, while in the humid forest zone, the closeness of its area to the 

Atlantic Ocean is believed to be the force behind its general weather. Over the Sahel Savanna, with cold 

dry air, there is low humidity that contributes to low levels of precipitation. 

 

4.2 Annual Trends 

Annual trends of temperature in the different vegetation zones: Humid Forest up to the arid Sahel 

Savanna; figures 8a to 8e and annual trends of precipitation in the different zones, figures 9a to 9e are 

presented. A general increase of temperature is seen in all zones through visual examination, while a 

general decrease in precipitation is observed in most areas.   

Figure 8 and 9 present the trends of temperature and precipitation, respectively, for these zones. 

Concretely speaking, the least variation in temperature is recorded for the Humid Forest zone, as might be 

expected from the highest quantum of precipitation received, as shown in figure 8a. In fact, figure 8a 

indicates that Ikeja has the highest annual temperature of 280 C in 2021, considering it received relatively 

lower precipitation in figure 9a. On the contrary, Calabar and Yenagoa have the lowest temperatures and 

highest precipitation of all the vegetation zones. 

The Derived Savanna  shows a gradual increase in temperature while there is a decrease in precipitation, 

as shown in figure 9b. Makurdi has recorded the highest rainfall within this zone, whereas Ibadan has 

recorded the lowest precipitation within the same zone. The Guinea Savanna, as shown in figure 8c, 

exhibits a gradually rising temperature with a fall in precipitation, as indicated in figure 9c; Minna records 

the highest temperature with the lowest precipitation within this zone.It can be clearly seen that the Sudan 



 

 

Savanna-mega zone exhibits an increasing temperature trend within all locations. Precipitation tends to 

slightly increase, as portrayed in figure 9d, with the trend in Kaduna and Birnin Kebbi showing 

significant trends that are worthy of further analysis when subjected to the Mann-Kendal trend test. 

Figure 8e shows the Sahel Savanna to record the highest values of temperature among the mega 

vegetation zones of Nigeria. Temperature values are on the increase in the locations, while precipitation 

indicates a slight upward trend, as shown in figure 9e. The highest temperature value in this zone is 

recorded in Sokoto.Also, proximity to water bodies enhances temperature regulation and precipitation 

patterns; for example, the Humid Forest zone, because of its proximity to the Atlantic Ocean, has lower 

temperatures and high precipitation compared to other zones. Additionally, latitudinal variations also 

contribute to the differences in temperature and precipitation: with increased latitude due to atmospheric 

circulation, temperature generally rises and precipitation decreases. This can also be explained by the 

consistent rise in temperature through human-induced activities, such as industrial emissions of 

greenhouse gases that allow the Earth's surface to continue heating up. 

4.3 Mann-Kendall and Sen’s Slope trend test 

Table 2 and Table 3 shows Mann-Kendall and Sen’s Slope trend test for temperature and Precipitation in 

all the vegetations. The Humid Forest zone; Calabar, Yenagoa and Ikeja with a strong positive z-value of 

5.12, 5.30 and 5.29 respectively indicates an increasing trend for temperature data over time. Their z-

value are large suggesting a very strong increasing trend. The p-value of 2.9e-7, 1.1e-7 and 1.2e-7 reflect 

the statistical significant of the trend and are extremely small and far below the common 5% significance 

level (0.05). This implies that the trend is highly statistical significant. The positive Sen’s slope value of 

0.023, 0.027 and 0.037 for Calabar, Yenagoa and Ikeja gives the magnitude of the trend. Their positive 

Sen’ slope value indicates a consistent upward trend in temperature suggesting a gradual increase over the 

period analyzed. The results for Humid Forest zone strongly support the existence of a meaningful 

upward trend in temperature data. This suggests that the temperature has been steadily rising over the 

period studied. Comparatively, the precipitation trend from TABLE 2 show that the Humid Forest zone; 

Calabar, Yenagoa and Ikeja indicates a negative z-value of -1.80, -1.95 and 0.4 respectively. The negative 

value for Calabar and Yenagoa suggest a decreasing trend over time, although it indicates a moderate, not 

strong negative trend while Ikeja indicate a magnitde of 0.40 suggest a weak positive trend. Their p-value 

of 0.07, 0.33 and 0.68 at 5% significance level, their p-value are greater than 0.05 suggests that the trends 

are not statistically significant but Calabar is approaching significance. Their Sen's slope value confirms 

the direction and magnitude of the trend, showing a significant decrease over time and increase for Ikeja. 

The overall results for precipitation trend in Humid Forest zone is not statistically significant. 

The annual trend for Derrive Savanna ; Makurdi, Lokoja and Ibadan show a strong positive z-value of 

4.52, 4.89 and 5.42 suggest a very strong increasing trend . p-value of 5.9e-6, 9.6e-7 and 5.8e-8 indicates 

that the trend is highly statistically significant. The positive Sen’s slope of 0.02, 0.02 and 0.03 show the 

magnitude of the trend and indicate a consistent upward trend. The precipitation trend from TABLE 3 

show the three locations for Derrive Savanna have a negative z-value of -1.21, -1.18 and -0.04 with p-

value of 0.22, 0.23 and 0.96. This indicates decreasing trend from z-value and statistically not significant 

when compare with the 5% level. 

Temperature and precipitation trends from Table 2 and Table 3 for Guinea Savanna (Jalingo, Lafia, 

Minna), all locations exhibit significant positive trends in temperature with z-values ranging from 3.08 to 

4.57 and very low p-values (0.002 to 0.0000004), indicating strong upward trends. The Sen's slope values 

(0.01 to 0.02) suggest that temperatures are increasing at a consistent rate across these locations. In 

Guinea Savanna, the precipitation trends are largely non-significant, with negative z-values (-1.76 to -

0.37) and p-values above 0.05, suggesting little to no significant change, although Jalingo indicates a 



 

 

slight declining trend (Sen's slope = -2.66). In Sudan Savanna (Yola, Kaduna, Birnin Kebbi), the z-values 

(2.32 to 3.89) and low p-values (0.02 to 0.0000098) also confirm significant warming, with Sen's slope 

values of 0.01 to 0.02, suggesting a consistent increase in temperature. In Sudan Savanna, precipitation 

trends are also mostly non-significant, with mixed z-values (-1.80 to 0.29) and corresponding Sen's slope 

values (-2.70 to 0.89).  in Sahel Savanna (Maiduguri, Katsina, Sokoto), two locations (Katsina and 

Sokoto) show statistically significant warming (p < 0.05) with z-values of 2.27 and 3.18, respectively, 

while Maiduguri shows a non-significant increase (z = 1.60, p = 0.108). Sen's slope values (0.01 to 0.02) 

indicate steady temperature rises. In Sahel Savanna, precipitation shows non-significant trends (p-values 

> 0.05), though Katsina has a notable Sen's slope (3.33), indicating a possible increase, while the other 

locations show smaller changes. 

The overall result for Mann-Kendall and Sen’s slope trend test depicts temperature increases are 

statistically significant in most areas across the region. These results concur with those of Ragatoa et 

al. (2019), who found significant upward trends in temperature in some part Nigeria. Precipitation 

changes are less   consistent and largely non-significant but approaching significant in most cases.

4.4. Regression Analysis 

The outputs of the regression plots provided were for various climatic zones in Nigeria, each showing the 

relationship between temperature and precipitation. In general, there is a negative slope in most areas-the 

implication being that increased temperature reflects reduced precipitation. However, how strong this 

relationship is would be different in every zone, represented by the R² values. The plot from the humid 

forest zones of Calabar, Yenagoa, and Ikeja from figure 10a, 10b and 10c reveals a negative correlation 

between temperature and precipitation as the temperature increases, the precipitation tends to be decrease 

in those areas. The R² value of 0.26 for Calabar means that just 26% of the variation in precipitation is 

influenced by temperature, and therefore the influence of temperature on precipitation is negatively weak. 

Yenagoa with R² = 0.62 indicates that there is a moderate negative correlation; therefore, 62% of 

variation in precipitation is explained by temperature. It can be said that temperature most likely plays an 

important factor in the precipitation pattern over Yenagoa. Ikeja with R² = 0.39 suggest This is a weak 

negative correlation; 39% of the variation in precipitation is explained by temperature. Other parameters 

beyond temperature might drive precipitation. 

In Derived Savanna (Ibadan, Lokoja, Makurdi) from figure 10d, 10e and 10f Ibadan with R² = 0.38 shows 

that a weak relationship is present since 38% of the variability in the amount of precipitation can be 

accounted for by temperature. Lokoja, with R² = 0.37 station is relatively close to Ibadan; hence, 

temperature accounts for 37% of the variability in precipitation amounts, which indicates a moderate 

relationship. Makurdi, R² = 0.17 is only a weak correlation, with a mere 17% of the precipitation variance 

described by temperature. This indicates that other factors are of overriding dominance in the control of 

precipitation. 

In Guinea Savanna (Minna, Lafia, Jalingo) from figure 10g, 10h and 10i, Minna with R² = 0.24 portrays 

poor correlation, as only 24% of the variation in precipitation could be described by temperature. Lafia 

indicates R² = 0.23, Here too, a similar value is derived, with 23% of precipitation variability explained 

by temperature. Jalingo with R² = 0.06 is very weak correlation of 6% justifies that the temperature is 

never influenced by precipitation. 

In Sudan Savannah (Birnin Kebbi, Kaduna, Yola) from figure 10j, 10k and 10l, Birnin Kebbi with R² 

value of 0.03 indicates a very weak correlation of 3% suggests that there is almost no influence of 

temperature on precipitation in Birnin Kebbi. Kaduna with R² value of 0.08 indicates a very weak 

correlation of 8% suggests that there is a very weak influence of temperature on precipitation. Yola with 



 

 

R² of 0.01 means that temperature explains only about 1% of the variability of the precipitation, thus 

almost no relationship.In Sahel Savanna (Sokoto, Katsina, Maiduguri) from figure 10m 10n and 10o, 

Sokoto (R² = 0.00) means that no relationship whatsoever between the two variables. Katsina (R² = 0.01, 

positive slope), hardly any correlation, with a slightly positive slope, indicating that temperature does 

vary positively with precipitation. In fact, it is just about insignificant. Changes of Maiduguri R² = 0.01, 

slope is positive.  

This is similar to Katsina with a slight positive slope, but the R² value of 0.01 shows that temperature has 

practically no impact on precipitation. This relationship is closer in the humid forest zones, especially in 

Yenagoa, where temperature alone explains a wide variation in precipitation. The relationship is moderate 

in the derived savanna areas, while it weakens in the Guinea and Sudan savannas. Within the Sahel 

savanna, there is virtually no meaningful relationship between temperature and precipitation, while slight 

positive slopes were observed in Katsina and Maiduguri with practically no explanatory power. As one 

moves from the humid forest zone to the Sahel savanna, the influence of temperature on precipitation 

progressively weakens to suggest that other climatic, geographical, or atmospheric factors are far more 

influential in drier zones like the Sahel. 



 

 

Kernel  Density Estimation (KDE) 

The kernel density estimate plot bring into focus the temperature and precipitation patterns of Nigeria's 

ecological zones. The major density forthe Humid Forest Zone in figure 11a, 11b and 11c, falls within 

moderate temperatures of 25-27.5°C, with substantial rainfall, especially at Calabar and Yenagoa; Ikeja is 

warmer and receives less rain. In the Derived Savanna, Ibadan, Lokoja, and Makurdi are expected to have 

moderate rainfall with temperatures oscillating between 25 and 28°C. Makurdi and Lokoja are somewhat 

wetter than Ibadan from figure 11d, 11e and 11f. In the Guinea Savanna, which includes areas such as 

Minna, being a little drier; Lafia and Jalingo from figure 11g, 11h and 11i, the temperatures move within 

the range of 25 to 27°C, with moderate rainfall. It is also hotter in the Sudan Savanna, that is, Birnin 

Kebbi, Kaduna, and Yola from figure 11j 11k and 11l, since the temperature has been within the range of 

26 to 32.5°C, with low precipitation-the drylands being represented by Birnin Kebbi. While Sokoto, 

Katsina, and Maiduguri from figure 11m, 11n and 11o have a temperature of 34°C at the Sahel Savanna 

zone, the precipitation is very low, which characterizes arid conditions.From the KDE plot in each zone, 

one notices an increased trend in temperature, which inversely relates to the decreased precipitation level, 

especially in the Sudan and Sahel Savanna zones; this evidences Nigeria's great variation in climatic 

conditions, which changes from the wetter southern zone into the arid north. 

 

5.0 Conclusion 

This study, therefore, further emphasizes a considerable deviation from the standpoint of temperature and 

precipitation within the ecosystem boundary of Nigeria-from the humid forest to the arid zone of the 

Sahel Savanna. The results indicated an increase in temperature within all zones; most pronounced 

warming has taken place in the drier regions, including Sudan and Sahel Savanna. The precipitation 

trends are rather varied, with a significant decline in the southern zones and very slight in the northern 

regions. Results of the Mann-Kendall and Sen's Slope test of trend showed that rising temperature trends 

are statistically significant while changes in precipitations are mostly less consistent and not 

significant.Analysis indeed shows that, in the savannas-where rainfall is especially scanty-increasing 

temperatures are indeed associated with reduced rainfall. Very key implications arise here as regards 

agriculture, water management, and adaptation strategies in Nigeria; these data point to increasing 

challenges coming with warming temperatures, along with shifting patterns of precipitation, particularly 

in regions already prone to drought and desertification. Understanding these climatic trends is paramount 

in devising appropriate interventions that can be cast to reduce the impact of climate change on 

ecosystems, agriculture, and livelihood. 
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Introduction 

Pegmatites are coarse-grained intrusive igneous rocks, often associated with late-stage crystallization of magmas. 

These rocks are particularly valued for their ability to host a wide range of economically important rare metals such 

as lithium (Li), beryllium (Be), tantalum (Ta), niobium (Nb), cesium (Cs), and gemstones, including topaz, 

tourmaline, and aquamarine. Pegmatites also serve as vital sources of industrial minerals like feldspar, quartz, and 

mica, which are critical to several industries such as electronics and ceramics (London, 2018; Karampelas et al., 

2020). Globally, pegmatites have been classified into various families, including the Lithium-Cesium-Tantalum 

(LCT) and Niobium-Yttrium-Fluorine (NYF) types, based on their rare metal contents and geochemical properties 

(Cerny & Ercit, 2005; Dill, 2015). 
In Nigeria, pegmatite deposits are well-documented, particularly within the Precambrian Basement Complex. 

However, most research has focused on pegmatites in the north-central and southwestern regions of the country, 

while the southeastern deposits remain underexplored. This study addresses the gap by investigating the 

geochemistry and mineralization potential of the pegmatites in the Umai area of the Oban Massif, Southeastern 

Nigeria. Specifically, the study aims to determine the mineralization potential of these pegmatites. 

Description of the Area 

The Umai area is situated within the Oban Massif, Southeastern Nigeria, a region characterized by diverse rock 

types including schists, gneisses, phyllites, granites, and granodiorites. Pegmatite dykes intrude these older 

formations, and they are believed to have formed during the Pan-African Orogeny, a significant geological event 

that affected much of West Africa around 600 million years ago (Ukaegbu & Ekwueme, 2006). The pegmatites in 

this region are known for their potential to host rare metals, but systematic studies of their mineralization potential 

remain scarce compared to other regions like the north-central Nigerian pegmatites associated with tin and tantalum 

(Adekoya, 1998). 

Geographically, the Umai area lies between latitude 5°30’0’’N and 5°35’0’’N and longitude 8°10’0’’E (Figure 1). 

The pegmatites observed here are typically granodioritic and have been mapped as part of broader lithological 

studies of the Oban Massif (Ekwueme & Matheis, 1995). 

 



 

 

 

FIG. 1: Geologic map of the Umai area, Oban massif, SE, Nigeria 

Materials and Methods 

A total of fifteen fresh pegmatite samples were collected from various locations within the Umai area. The samples 

were carefully labeled, and field observations were noted for each location. These samples were pulverized into fine 

powder in the geology laboratory at the University of Calabar and subsequently sent to Activation Laboratories 

(Actlabs) in Ontario, Canada, for detailed geochemical analysis using inductively coupled plasma mass spectrometry 

(ICP-MS) (Okon et al., 2022). 

 

Results and Discussion 

Geochemical Characteristics 

The geochemical analysis of the Umai pegmatites revealed a wide range of silica (SiO2) content, from 43.25% to 
69.10%, with an average of 57.30%. These results classify the pegmatites as intermediate felsic rocks, consistent 

with their granodioritic composition (Figure 2). The K2O/Na2O ratios ranged from 5 to 51.75, indicating a 

dominance of K-feldspar over albite, which is common in highly fractionated pegmatites. Additionally, the 

aluminum oxide (Al2O3) content exceeded the combined content of calcium oxide (CaO), sodium oxide (Na2O), and 

potassium oxide (K2O), indicating a peraluminous nature (Cerny, 2002; Dostal & Gerel, 2022). 

 

Mineralization Potential 

The low K/Rb ratios (below 100) across all samples suggest significant mineralization potential (Figure 3), 

consistent with earlier findings that such ratios indicate pegmatite mineralization (Wise & Brown, 2012). Nb/Ta 

ratios below 1 in several samples confirmed the presence of tantalite mineralization (Figue 4), while higher Nb/Ta 

ratios in other samples suggested columbite mineralization (Van Lichtervelde et al., 2007; Adetunji & Ocan, 2010). 



 

 

Notably, the presence of beryllium (Figure 5), with concentrations exceeding 20 ppm in some samples, also 

indicates possible beryllium mineralization, which is rare in most Nigerian pegmatites (Cerny, 2002). 

 

Comparison with Other Regions 

Compared to pegmatites from other regions of Nigeria, particularly those in central and southwestern Nigeria, the 

Umai pegmatites exhibit lower Na2O content but higher concentrations of elements such as Rb, Sr, and Cs. The 

tantalum concentrations (up to 25.07 ppm) are notably higher than those reported from other localities, further 

supporting the mineralization potential of the Umai pegmatites (Mafimisebi, 2023; Pagung et al., 2023). These 

elevated trace element concentrations indicate a high degree of fractionation, making these pegmatites significant for 
tantalum and columbite exploitation. 

 

Conclusion 
The Umai pegmatites are predominantly granodioritic and exhibit a high degree of fractionation, confirming their 

mineralization potential. Low K/Rb and Nb/Ta ratios suggest that these pegmatites are highly mineralized, 

particularly for tantalum and columbite. The discovery of significant beryllium concentrations further enhances the 

economic value of these pegmatites, indicating that the region holds potential for future exploration and sustainable 

exploitation (London, 2018; Van Lichtervelde et al., 2007). 

 

 
FIG.2. TAS (Middlemost 1994) classification diagram for pegmatite samples of Umai.  

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 3. K/Rb vs. Rb distribution pattern in the pegmatites of Umai, southeastern Nigeria showing barren and 

mineralized pegmatites (fields after Staurovet al., 1969) 

 

 

FIG. 4. Plot of Ta vs. K/Cs to determine the Tantalum potential of the Umai pegmatites (field after Beus, 

1966). 



 

 

 

FIG. 5. Plot of Be vs. K/Nb to determine the Beryllium potential of the Umai pegmatites (field after Beus, 1966). 

Recommendations 

Further geophysical and geochemical studies should be conducted to better delineate the mineralization zones in the 

Umai area.  
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ABSTRACT 

Wind speed variation has been used majorly in determining the development of sustainable power 
generation.  The study analyzes wind speed in Nigeria for 41 years (1981 to 2022), using time series 

model. The data used in this study was extracted from satellite database for three important locations 

namely, Katsina (13°N), Abuja (9°N), and Port Harcourt (4.78°N) at 10 meters and 50meters high. In the 

current study, long-term wind speed data has been used to study the spatial variation with latitude and to 
observe the development potential of wind energy. The Mann-Kendall trend test has been applied to 

identify the trend in time series data while the Weibull distribution model and kernel density estimation 

shows a better understanding in the distribution of the data. The wind speed at 50m were observed to be 
greater than that of 10m high. The Mann-Kendall trend test results indicate a decreasing trend in wind 

speed in Katsina with a large negative Z-value of -4.68 and -3.50 at 10m and 50m suggesting a very 

strong decreasing trend and an extremely p-value of 2.8e-6 and 0.0004 far below the common 5% 

significance level reflect the trend is highly statistically significant.  In Abuja, the decrease in trend were 
observed to be non-statistically significant with Z-values of -0.18 and -0.66 and p-value of 0.85 and 0.50. 

Port Harcourt at 10 meters high shows a decrease in trend and it has been observed to be statistically 

significance with Z-value of -2.37 and p-value of 0.01 while at 50 meters is non-statistically significant 
with Z-value of -1.72 and p-value of 0.08 although is approaching significant. The result indicates the 

increase in the wind speed with latitude, hence Katsina is the windiest, while the lowest wind speed was 

recorded at Port Harcourt, owing to its closeness to the equator and influence of atmospheric circulation 
systems such as the ITCZ. Katsina has the highest wind power density and therefore a high potential for 

wind energy development, Abuja and Port Harcourt have relatively lower wind speeds; such areas are not 

suitable for commercial wind energy applications and hence favor solar alternatives.These findings are 

useful in wind energy possibilities within the nation, especially in the northern parts of the country under 
the influence of northeast trade winds which blows from Sahara Desert. Critical insights are developed 

from this research in renewable energy planning against the impacts brought about by climate change on 

wind resources in Nigeria. 

Keywords: Wind speed; Mann-Kendall Test; Sen’s slope; Kernel Density; Trade winds; Climate Change;  

1.0 Introduction 

Wind energy has been assessed worldwide as 

one of the very feasible renewable resources due 

to its economically viable and environmentally 

friendly, hence quite sustainable.(Oyedepo, 

Adaramola, and Paul 2012) Knowledge of the 

wind speed trend is significant for the optimum 

utilization of this type of energy, particularly 

over geographical territories where climatic and 

geographical conditions are inconstant. Nigeria, 

having a lot of zones with different 

characteristics of climate, provides a very 

interesting case that may be considered for 

studying the distribution of wind speed and its 

latitudinal variation.(Danlami et al. 2019) 

This research aims to examined the behavioral 

pattern of wind speed in Katsina at 13°N, Abuja 

at 9°N, and Port Harcourt at 4°N. Long-term 

trends and spatial variation in wind speed have 

been analyzed in the 41-year period from 1981 
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through to 2022. This analysis further helps 

reveal the trend of variation in wind speed with 

latitude, as well as influences from atmospheric 

circulation patterns that were very helpful in 

assessing the potential for wind energy 

development across different regions of the 

country. 

(Fagbenle et al. 2011) evaluates the wind energy 

potentials of Maiduguri and Potiskum, North-

East Nigeria, using 21 years of wind data. Wind 

speed ranges from 3.90 to 5.85 m/s in Potiskum, 

and from 4.35 to 6.33 m/s in Maiduguri. Both 

sites have some potential for stand-alone and 

medium-scale wind power generation. 

(Adaramola and Oyewola 2011) reviewed the 

wind speed distribution and energy potential in 

Nigeria; it presents the wind speed varies from 2 

to 9.5 m/s and power density between 3.40 to 

520 kW/m². Wind speed increased from south to 

north, with the ability to identify areas fitting for 

electricity generation and water pumping. 

(Safari 2011) modeled the suitability of Lagos 

and Calabar, two coastal Nigerian stations, for 

wind energy generation at 70 m height using 

power law and diabatic methods. The diabatic 

method performed better by considering site-

specific conditions. Lagos demonstrated stronger 

wind speeds than Calabar, particularly during 

nighttime stable atmospheric conditions.(Safari 

2011) 

2.0 Methodology  

Several methods have been adopted to analyzed 

the data, these include the Mann-Kendal trend to 

detect the trend in the data and kernel density 

estimation plot for better description of the data 

The Mann-Kendall trend test 

Mann-Kendall trend test method is a frequent 

method adopted for time series analysis; it is a 

non-parametric technique that is to say it does 

not require the data to conform with a particular 

distribution. The M-K test detect monotonic 

trend of a random data also identify if a 

particular trend is statistically significant or 

not.(Okono et al. 2022). (E P Agbo and Ekpo 

2021) 

This method can be applied when data jx agrees 

with the relation; 

,( )j i ix f t    

( )if t  describe a function of continuous 

increasing or decreasing monotonically, i are 

the residuals. 

In the Mann-Kendall test, the null hypothesis Ho 

assumes no trend, while the alternative 

hypothesis H1suggests that there is a trend in the 

series. If the result favors the null hypothesis, 

then this means the data points are randomly 

distributed over time. On the other hand, when 

the alternative hypothesis is accepted, it implies 

that the trend is either monotonically increasing 

or decreasing.(Emmanuel P. Agbo, Ekpo, and 

Edet 2020). (Danlami et al. 2019) 

The Mann-Kendall test uses the statistic S, 

calculated using 
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The value of the Z statistic have been computed 

and the variance of S’ VAR(S) is used 

(Emmanuel P. Agbo, Ekpo, and Edet 2020) 
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g be the number of tied groups in the series, it 

means that test take care about the tied or equal 

values. Using the values of VAR(S) and S the 

statistic test Z is obtained as 
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Sen’s Slope Estimator 

Sen’s slope is also a non-parametric technique 

used to identify the magnitude of a trend in a 

particular distribution and the direction of such 

trend whether increasing or decreasing per unit 

time.(E P Agbo and Ekpo 2021) 

The linear equation is represented by  

 

 f t Qt B                                               (4) 

It defines this as a time function that is always 

monotonic-increasing or monotonic-decreasing, 

Q being the slope, and B is a common. The 
computation of the slopes between all pairs of 

data items gives the slope estimate in 

equation.(Emmanuel P. Agbo, Nkajoe, and Edet 
2023)(Oteng Mensah, Alo, and Ophori 2024) 

j k

i

x x
Q

j k





    (5)  

Where, j > k. 
If the time series has values xj, as many N = n(n-

1)/2 slopes are possible estimations Qi. The 

median of the N's Qi values represents the slope 

as estimated by Sen. The N values of Qi are 

sorted from lowest to largest and the Sen's 

estimator is(Emmanuel P. Agbo, Ekpo, and Edet 

2020)(Okono et al. 2022) 
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Figure 1. Methodology for Mann-Kendall trend 

test. 

 

Weibull distribution 

Weibull distribution is a typical distribution used 

to describe the variation of wind velocity, the 

probability density function and the 

corresponding cumulative distribution functions. 

Thus, it is significant to note that the probability 

density function, f (V) give the probability of the 

wind at a given velocity, V. Correspondingly, 

the cumulative distribution function, F(V ) of the 

velocity, V gives the probability that the wind 

velocity is greater than or less than V, or within 

a given wind speed range.(Akdağ and Dinler 

2009) The Weibull probability density function f 

(V ) is given by.(Abiodun Isaac Chukwutem and 

Anisiji Obiora Emeka 2024)(Tuller and Brett 

1984) where k is the shape parameter and  is 

the scale parameter. 

1
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From the Weibull distribution function, the wind 

power density is given as.(Mzough and King 

Ededem 2023)(Mudasiru and Mustafa 2018) 

 31

2
WPD v P v                   (8) 

 =Air density, V=wind speed, P(v)= 

probability density. 

3.0 Study Location 



 

 

Nigeria lies between longitude 2° E and 15° E, 

and between latitude 4° N and 14° N when 

considering two significant seasons, wet and 

arid. The seasons have thereby led to the 

adoption of different renewable energy sources; 

for instance, the different seasons in the country 

affect hydropower stations due to the availability 

and its variation in water.(Chinachi, 

Nwankwojike, and Uche 2022) 

Geographically speaking, northern states in 

Nigeria tend to be hotter than southern states. 

Hence, it is characterized by extreme 

temperature and radiation values. Nigeria is 

situated just above the equator, which, by 

default, receives the highest sunshine 

intensity.(Igbawua et al. 2016). (Emmanuel P. 

Agbo, Nkajoe, and Edet 2023) 

However, considering the fact that the southern 

region of Nigeria is close to the Atlantic Ocean 

and northern close to Sahara Desert, the earlier 

described sunshine, temperature, and solar 

radiation are actually modified.(Fashae, Olusola, 

and Adedeji 2017). (Ohunakin and Akinnawonu 

2012) 

Data collection 

Monthly and annual data is been obtained from 

NASA POWERDATA for wind speed for the 

period of forty-one 41years (1981-2022).Annual 

surface pressure and temperature data were also 

collected to calculate the specific air density for 

the three selected location. 

Data visualization  

Python programming language has been adopted 

as the Analytical tool used in this research. It 

displaysgraphical statistical analysis using a 

programming language. This Python program 

includes the packages sklearn, seaborn, 

matplotlib, pandas, and numpy used for data 

visualizations, 1D kernel density estimate 

(KDE) plots, and Mann-Kendall trend test. 

 

Figure 2. Map of Nigeria 

  TABLE 1 

Locations Latitude Longitude 

Katsina 13.00 7.60 

Abuja 9.07 7.49 

Port Harcourt 4.78 7.00 

 

4.0 Result and Discussion 

Monthly trend of wind speed  

 

Figure 3. Monthly trend of wind speed in 

Katsina    



 

 

 

Figure 4. Monthly trend of wind speed in Abuja 

 

Figure 5. Monthly trend of wind speed in Port 

Harcourt. 

 

Figure 6. wind speed across the locations at 10m 

 

Figure 7. wind speed across the locations at 50m 

 

Monthly trend of wind speed across the three 

locations. 

The result of the monthly trend of wind speed in 

Katsina with latitude 130N, Abuja 90N and Port 

Harcourt 4.780N shows the behavioral pattern of 

wind speed at the various latitudes. It has been 

observed that the wind speed at 50 meter is 

higher than that of 10-meter height across the 

three locations of the study. This can be 

attributing to the fact that tall objects obstruct 

wind circulation.  

Figure 2 show a graph of wind speed in Katsina 

with highest wind speed of 7.5m/s at 50m and 

5m/s at 10m recorded in January and its lowest 

value of 3.9m/s at 50m and 2.1m/s at 10m. 

Katsina is located in the northern part of Nigeria 

characterize by semi-arid to arid climate 

typically the Sahel Savannah region, these 

region is majorly influence by Northeast trade 

wind or the continental winds blowing from the 

Sahara Desert during the dry season especially 

around January as show in figure 2. In August 

and September, the inter-tropical convergence 

zone (ITCZ) (is a region where the southeast 

trade wind meet with the Northeast trade wind) 

moves Northward weaken the strength of the 

Northeast trade wind and lower the wind speed. 

This northward movement of the ITCZ is 

accompany with a brief raining season due to the 

moist air from Atlantic Ocean creating more 

stability and less turbulent condition. The 

Coriolis effect (the deflection of wind due to 

earth rotation) is stronger at latitude 130N and 

weaken as it approaches the equator. 

Figure 3 illustrate the distribution of wind speed 

in Abuja at 10m and 50m, from the graph the 

highest value of 4.5m/s at 50m and 2.9m/s at 

10m in January and its lowest value of 2.7m/s at 

50m and 1.5 at 10m in October. Abuja (90N) has 

a tropical savannah climate with a balance 

influence of dry and raining seasons. Wind 

speed increase in January due to influence of 

Northeast trade wind originated from Sahara 

Desert these winds prevail because the ITCZ 

moves southward. In July and August, increase 



 

 

in wind speed is also observed, this can be 

attributed to the fact that the monsoon winds 

from the Atlantic Ocean get to the region due to 

the Northward movement of the ITCZ which 

result to increase wind speed in July and August. 

Figure 4 show the wind distribution in Port 

Harcourt with lat. 4.70N. From the graph, the 

wind speed tends to decrease in January with the 

value of 3m/s at 50m and 1.8m/s at 10m, with an 

increase of 4m/s at 50m and 2.3m/s at 10m in 

August respectively. Port Harcourt experiences a 

tropical rain forest climate as its proximity to 

Atlantic Ocean. The Northeast trade wind has no 

influence in this due to its nearest to the equator, 

the southwesterly wind from the Atlantic Ocean 

is predominant in this region. In July and 

August, the ITCZ shift to the north thereby 

bringing the monsoon rains and increase in wind 

speed due to the prevailing southwesterly trade 

winds. In January, the ITCZ moves southward 

close to the equator causing the wind speed to 

decrease compare with Abuja and Katsina. This 

region is popularly called the “doldrum” because 

of it low wind speed. Port Harcourt is unaffected 

by the Coriolis effects due to its proximity to the 

equator. This can be attributed to the counter 

circulation pattern from southwesterly. 

Figure 5 and 6 show the wind speed across the 

three locations at 10m and 50m. From the graph, 

the wind speed increase with increase in latitude. 

Katsina is predominated by the northeast trade 

wind or the continental wind originated from 

Sahara Desert but slowdown in August and 

September due to the shift in ITCZ. Abuja being 

in the middle is influence by both continental 

wind and the southwesterly trade winds. Port 

Harcourt experiences the lowest wind speed due 

to its proximity to the equator. 

 

 

 

 

 

 

 

 

Figure 8. Annual trend of wind speed in Katsina 

 
(a) 

 
(b) 

 
 

Figure 9. Annual trend of wind speed in Abuja 

 
(a) 

 
(b) 

 

Figure 10. Annual trend of wind speed in Port 

Harcourt 



 

 

 
(a) 

 

(b) 

 

Figure 8, 9 and 10. Annual trend of wind speed 

across the three locations 

Figure 8a and 8b show the annual trend of wind 

speed in Katsina lat.130N at 10m and 50m 

height. The result from 8a indicates a decrease in 

trend with wind speed of 4.2m/s in 1981 to 

3.7m/s in 2022. Similarly, at 50m height the 

wind speed decreases from 6.2m/s in 1981 to 

5.7m/s in 2022. This significant decrease may be 

due to the region increasing desertification and 

land degradation. These affect the landscape, the 

loss of vegetation and increasing soil erosion 

including changes in surface roughness reduce 

wind momentum. Changes in West Africa 

monsoon intensity due to climate change could 

result in decrease in wind speed as seen in recent 

decades as the west Africa monsoon weaken the 

wind speed in the Northern part of Nigeria. 

These results affirm the report from 

intergovernmental panel on climate change 

(IPCC 2021) that the average wind speed will 

drop by 10% by 2100. 

 Figure 9a and 9b show the annual wind speed in 

Abuja lat.9N. From 9a the wind speed at 10m 

recorded it highest value of 2.6m/s in 1989 and 

2.6m/s in 2016 and lowest value of 2.1m/s in 

2009. From 9b, the highest wind speed of 3.9m/s 

in 1989 and 3.8m/s in 2020, the lowest value of 

3.3m/s in 2009 respectively. This region 

experiences no significant trend because it is 

been influence by both the Harmattan wind 

blowing from Sahara Desert and the North and 

south movement of the ITCZ. 

Figure 10a and 10bshow the annual trend of 

wind -speed in Port Harcourt lat. 4.7N. From 

10a, the maximum wind speed at 10m is 1.95m/s 

in 1984 and its minimum value is 1.7m/s in 

2021. From 10b at 50m the maximum wind 

speed is 3.41m/s in 1983 and minimum of 

3.0m/s in 2016. Port Harcourt is characterized 

with the lowest wind speed compare with Abuja 

and Katsina due its proximity to the equator 

where it is greatly influence by the ITCZ. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

TABLE 2 

Mann-Kendall and Sen’s slope Test for Wind speed from the period of 1981-2022 

Location 
Kendall's 

Tau 

Mann 

Kendall's 

Statistic 
(S) 

Test 

Statistic 
(Z) 

p-

value 

(Two-
tailed) 

Intercep

t 

Sen's 

slope (Q) 

Test 

Interpretation 
Trend 

         

Katsina 10m 
0.50 

 

-433.0 

 

-4.68 

 

2.8e-6 

 

4.02 

 

-0.009 

 
TRUE decreasing 

Katsina 50 0.37 -324.0 -3.5 
0.0004 

 
5.82 -0.0008 TRUE decreasing 

Abuja 10m 
0.02 

 

-18.0 

 
-0.18 

0.85 

 
2.37 -0.00 FALSE decreasing 

         

Abuja 50m 0.07 -62.0 -0.66 
0.50 

 
3.64 -0.001 FALSE decreasing 

Port Harcourt 10m 0.2 -219.0 -2.37 
0.01 

 
1.86 -0.002 TRUE decreasing 

Port Harcourt 50m 0.18 -160.0 -1.72 
0.08 

 
3.25 -0.002 FALSE decreasing 

 

Mann-Kendall and Sen’s slope trend test 

TABLE 2 show the Mann-Kendall and Sen’s 

slope trend test for wind speed in Katsina, Abuja 

and Port Harcourt. The Mann-Kendall trend test 

in Katsina at 10m has a z-statistics which 

measure the strenght and direction of the trend. 

The negative z-value of -4.68 reflecting a very 

strong decreasing trend of wind speed. An 

extremely small p-value of 2.8e-6 indicates that 

the wind speed trend is highly statistically 

significant when compared with the common 

5% significance level (0.05). Sen’s slope 

indicates the magnitude of the trend, a negative 

value of -0.009 suggesting that the wind speed is 

decreasing on an average by -0.009 unit per 

time. Similarly, Katsina at 50m with z-value of -

3.5 indicates a strong decreasing trend and a 

small p-value of 0.0004 reflecting the trend is 

highly statistically significant and a Sen’s slope 

value of -0.0008 indicating the wind speed is 

decreasing by -0.0008 unit. 

 

 

 

 

 

Abuja at 10m and 50m with their negative z-

value of -0.18 and -0.66 suggesting a very weak 

decreaseing trend of wind speed . the p-value of 

0.85 and 0.50 indicate that the trend is not 

statistically significant as the p-value is greater 

than the common 5% significance level. The 

Sen’s slope value of -0.00 and -0.001 reflecting 

a very weak magnitude per unit time. 

Port Harcourt at 10m with a negative Z-value of 

-2.37 indicating a decreasing trend and a p-value 

of 0.01 suggesting that the wind speed trend is 

statistically significant when compare with 5% 

confident level.the Sen’s slope value of -0.002 

indicates the wind speed decrease by an average 

of -0.002 units per unit time. At 50m, the Z-

value of -1.72 suggesting a weak decreasing 

trend is not statistically significant. Sen’s slope 

value of -0.002 suggesting that the wind speed 

decreases by an average of -0.002 per unit time. 

 

 

 

 

 

 

 



 

 

Figure 10. Kernel desity estimation 

 

(a)                                                                                          (b) 

 
(c)                             (d) 

 

 
 (e)        (f) 

Kernel density estimation (KDE) plot have been 

adopted as a better way to visualize the 

distribution of data, it provide a smooth estimate 

of the probability density function(PDF) of a 

continuous random variable. Figure 10a and 10b 

show a KDE plot of Katsina with a unimodal 

distribution, the peaks of the curves are 3.8m/s 

and 5.6m/s at 10m and 50m high are the most 

frequent values in the distribution, the values 

represent the mode or the highest probabilty 

density.Figure 10c and 10d show KDE plot 

inAbuja with peaks values of 2.4m/s and 3.6m/s 

at 10m and 50m here the values are lower 

compare to that of Katsina. 

Figure 10e and 10f show KDE plot in Port 

Harcourt with peaks values of 1.8m/s and 3.2m/s 

at 10m and 50m. This result indicates that 

majority of the data are concentrated between 

1.8 and 3.2m/s. 

 



 

 

Weibull distribution 

Figure 11. Weibull distribution across the three 

locations. 

 
 (a) 

 
 

 
(c) 

 

 

 

(b) 

 

Weibull distribution is commonly used for wind 

energy analysis due to its effectively 

characterizes wind speed variations.In figure 

11a, Katsina shows, the Weibull parameters 

providedshape parameter k=23.36 and 

scaleparameterc=3.94m/s at 10 meters high, 

while k=27.02, and c=5.78m/s at 50 meters high. 

The wind speed at 10m indicates low to 

moderate variability this mean that there are 

fairly cosistent near the surface. The c parameter 

indicate s moderate average wind speed of 

approxximately 3.94m/s. At 50 meters high, the 

wind speed suggest a even lower variability with 

more stable condition, which is advantageous for 

energy production. The c parameter reflect a 

significant increase in wind speed compared to 

that of 10meters,with an average of 5.78m/s. 

The wind speed improvement can be related 

with the wind shear phenomenon, where wind 

speeds increase with height due to reduced 

surface friction. The wind speed in Katsina at 

10meters can e seen to be suitable for small 

scale application while thatof 50meters are 

favourable for wind energy generation. 

Figure 11b illustrate the weibull distribution of  

wind speed in Abuja at 10meters and 50meters. 

The k parameter of 26.64 indicates that the wind 

speeds at 10 meters are highly stable with low 

variability, the scale parameter of 2.42m/s 

indicates that wind speeds are been clustered at 

these point. It suggest a low average wind 

speeds at 10 meters which is unsuitable for 

commercial wind energy applications. At 50 

meters, the k parameter of 24.96 indicates a 

slight increase in wind speed variability 

compared to 10 meters, the scale parameter c = 

3.70m/s reflects a noticeable increase in wind 

speed compared to 10 meters due to surface 

friction although it still fall below the optimal 

range for efficient energy generation by a 

standard wind turbines. 

Figure 11c  shows the weibull distribution in 

Port Harcourt with shape parameter of k=33.10 

and scale parameter of c=1.86m/s at 10 meters 



 

 

height the result indicate a narrowly distributed 

wind speed around the mean value and very high 

stability with extremely low variability, 

indicating consistent but weak winds. The 

average wind speed is 1.86 m/s, making this 

height unsuitable for any meaningful wind 

energy generation. At 50 meters, the k parameter 

suggests exceptional stability in wind speeds. 

The distribution of the wind speed is even 

narrower compared to 10 meters. The 

improvement reflects the wind shear effect, 

where wind speeds increase with altitude due to 

reduced surface friction. 

However, the overall wind resource remains 

weak. Base on the  latitudinal distribution, the 

wind speeds tend to increase with latitude due to 

climatic and geographical factors. Katsina 

(northern Nigeria) experiences higher wind 

speeds, while Port Harcourt (southern Nigeria) 

has weaker winds due to its coastal, equatorial 

location.Wind speeds increase significantly with 

height across all locations due to the wind shear 

effect, but the magnitude of increase varies. 

Katsina benefits the most, with a significant 

jump from 3.94 m/s to 5.78 m/s. the higher k-

values in Port Harcourt reflect greater wind 

stability, while moderate k-values in Katsina 

suggest higher variability, which can 

occasionally favor stronger winds for energy 

generation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Wind Power Density 

Wind power density measure the amount of 

energy available per unit area (W/m2). It greatly 

depends on the density of air, surface pressure, 

wind speed and cross-sectional area of the wind.  

Location Height 

(meters) 

Wind power 

density 

Katsina 10 74.88 W/m2 

 50 182.68 W/m2 

Abuja 10 31.94 W/m2 

 50 62.77 W/m2 

Port Harcourt 10 23.08 W/m2 

 50 83.59 W/m2 

 

The result indicates a general increase in wind 

power density at 50-meters height compared to 

that of 10 meters height. Katsina recorded the 

highest wind power density of 182.68 W/m2 

suggesting a high potential for wind energy 

generation, it can be attributed to the 

geographical position of Katsina (Northern 

Nigeria) as wind speed increase with Latitude. 

Abuja and Port Harcourt has the lowest wind 

speed, less than the recommended wind speed of 

(≥6m/s), these suggest an alternative renewable 

system such as solar energy. These locations are 

seen to be close to the equator and its greatly 

influence by the intertropical convergence zone 

(ITCZ)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

5.0 Conclusion 

This research work studied the long-term trend 

and spatial variability in wind speed across 

Katsina, Abuja, and Port Harcourt in Nigeria 

between 1981 and 2022. The result indicates that 

there is considerable variation in the increase of 

wind speed with latitude; the highest being at 

Katsina, while the least is at Port Harcourt. 

Although both the Mann-Kendall trend test and 

Sen's slope estimator confirmed the statistically 

significant decline in wind speeds at 10 m and 

50 m heights for Katsina, most of the results for 

Abuja and Port Harcourt show a weakly 

decreasing or non significant trend, except for 

the decline at 10 m in Port Harcourt. 

The results reflect the dominance of 

geographical factors and atmospheric 

circulation, including the ITCZ, Northeast trade 

winds, and Coriolis effect. A potential gradient 

or wind shear was witnessed, an increase in the 

velocity of winds with height, as all locations 

showed this phenomenon. The maximum wind 

power density at 50 m level was at Katsina, 

which therefore presents the most promising 

area for wind energy development. The low 

wind speed estimations over Abuja and Port 

Harcourt suggest that there will be limited utility 

for commercial wind power generation, thus 

favoring alternative sources of renewable 

energy, for instance, solar energy. 

These findings are very important in formulating 

region-specific renewable energy policies and 

for responding to the impacts of climate change 

on available wind resources. The study lays a 

foundation for further investigation into viable 

wind energy options, especially in northern 

Nigeria, which bears the greatest potential for 

wind energy. 
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Abstract 

This study investigates the correlation between seasonal atmospheric temperature profiles and 

variations in Total Electron Content (TEC) in the ionosphere during the spring equinox, summer 

solstice and fall at the GPS station in Mbarara, Uganda (MBAR, Lat: -0.601 and Long: 30.738). 

Utilizing high-resolution atmospheric data from local meteorological stations and TEC 

measurements derived from GPS observations for eleven years, 2008 to 2018, we analyzed temporal 

variations in atmospheric temperature, specific humidity and surface pressure TEC. The overall 

results showed significant negative correlations between increased atmospheric temperatures and 

reduction in TEC levels, increase in surface pressure with decrease in TEC and finally increase in 

specific humidity with TEC, particularly during the summer solstice, suggesting a potential 

influence of solar radiation on ionospheric dynamics. Temperature and TEC parameters show 

significant density correlation between 20 − 21℃ and 10 − 12 TECU in other years but in solar 

maximum years, the results of the correlation moved and settled around 20 − 22℃ and 25 – 35 

TECU, indicating high releases of solar radiation which influences the Earth thermosphere, leading 

to disruption of satellite operation, also causing atmospheric expansion and create potential 

environmental impact. The coefficients of correlation for the eleven years varies from -0.44 to -0.91 

for Temperature and TEC, -0.26 to 0.90 for surface pressure and TEC, and 0.56 to 0.99 for specific 

humidity. The results also showed moderate to high negative relationships between temperature and 

TEC with meta-analysis statistics of 𝑖2 = 35.1%,𝑄 = 174.21 (𝑝 < 0.001) and 𝜏2 = 16.52, for 

TEC and surface pressure, the statistics were 𝑖2 = 0%, 𝑄 = 10.42 (𝑝 = 0.416) and 𝜏2 = 0 and for 

TEC and specific humidity; 𝑖2 = 42.16%,𝑄 = 143.21 (𝑝 < 0.001) and 𝜏2 = 6.57. This study 

enhances the understanding of ionospheric responses to seasonal atmospheric changes, providing 

valuable insights for geophysical research and practical applications in satellite communications and 

navigation in equatorial regions. 

Keywords: Ionosphere, Atmosphere, TEC, Temperature, Surface pressure, Surface humidity, 

Solstice, Equinoxes 

1. Introduction 

The dynamisms of the Earth’s atmosphere are influenced greatly by seasonal variations in solar 

heating. This, in turn has great effect on the atmosphere and its phenomena, such as Total Electron 

Content (TEC). In understanding the behavior of the ionosphere, TEC is a crucial parameter, as it 

gives the total electron density in range of atmospheric column above a specific area, especially 

from a satellite to a ground receiver (Bhuyan& Borah, 2007). This parameter particularly, finds 

important applications in satellite communications, navigation systems, commercial services, 

civilian services, and space weather forecasting (Adewalea et al., 2013; El-Rabbny, 2002; Ciraolo et 

al., 1994; Mannucci et al., 1993. Ionospheric TEC varies with events such as diurnal variations, 

seasonal variations, relative locations to the magnetic equator (latitudinally), etc. Most of these 
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events are caused by solar activities (Liu and Chen, 2009; (Klobuchar, 1987; Dabbakuti et al., 2016; 

Sridhar et al., 2016, Ratnam et al, 2015; 2017). 

For several reasons, research in this area is crucial and significance as it contributes to the increasing 

knowledge of the behavior of the ionospheric, particularly in the regions where atmospheric 

phenomena are prominently pronounced due to high increased in solar radiations (Rishbeth, 1998). 

Also, satellite communication systems and navigation technologies usually suffer disruptions caused 

by ionospheric irregularities, so the understanding of these dynamics can lead to an improved 

precursor to avert the challenges. Furthermore, electricity power grid usually suffers collapses, 

which may be as a result of geomagnetic storm, for instance in Nigeria (equatorial region), the 

collapses of National electricity grid had moved from two per year to about seven per year (The 

Nation, 2024), the understanding of the variability of these parameters can lead to a permanent 

solution of this blackout menace.  Finally, insights gained from this research may also help in 

predicting the impacts of climate change on atmospheric dynamics and ionospheric behavior, which 

is increasingly relevant in today's context of global warming. In this work, we assessed the 

correlation between seasonal atmospheric heating, as defined by local solar metrics (temperature, 

surface pressure and specific humidity), and the corresponding variations in ionospheric TEC during 

these periods. By utilizing ground-based measurement data and advanced statistical techniques, the 

research seeks uncover patterns and that will contribute to a more nuanced understanding of the 

ionospheric dynamics influenced by seasonal atmospheric conditions in the region. Through this 

exploration, we will attempt to provide valuable insights into the mechanisms driving ionospheric 

behavior in response to seasonal atmospheric heating, thereby enhancing our predictive capabilities 

in this critical area of atmospheric science. Zhang et al., (2017) noted that long term variation of 

TEC and thermospheric temperature showed fluctuation during the 24th Solar Cycle caused by solar 

and geomagnetic storm. Their work has brought some insights into this current research. The 

variations in thermospheric temperature and Ionospheric TEC are significantly seen to be impacted 

by energy from solar events which affected the thermal characteristics of the thermosphere, resulting 

in changes in emission of molecules such as nitrogen monoxide (NO) and carbon monoxide (CO) 

which have direct bearings with atmospheric temperature (Liu et al., 2006; Liu and Chen, 2009). 

Changes in temperature in specific periods within a year directly affect ionospheric electron density 

(Chen et al., 2020; Mendillo, 1974). 

2.  Data and Methodology 

2.1  TEC data 

The ionospheric TEC data used in this work were accessed through https://unavco.org/pub/rinex and 

https://sonel.org. These RINEX format data are unreadable. The algorithm by Gopi GPS-TEC, 

version 2.9.5 (Gopi, 2017) processed and converted the data into human readable format (Vertical 

TEC) which is a converted version of the measured TEC (slant TEC) (eq. 1) 

𝑣𝑇𝐸𝐶 = 𝑀(𝑒) ∗ 𝑠𝑇𝐸𝐶         (1) 

 

2.2 Solar metric data 

The temperature was downloaded from (https://pvgis.com) at 2m above the mean sea level. On the 

other hand, surface pressure and specific humidity data at the same coordinates and location as TEC 

https://unavco.org/pub/rinex
https://sonel.org/
https://pvgis.com/
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and same height as temperature were downloaded from (https://power.larc.nasa.gov/data-access-

viewer/). Since temperature and these parameters are directly related, they were taken at the same 

high as temperature. The segmentations of the data were done by considering the seasonal periods of 

spring equinox, summer solstice and fall. 

Equations 2 and 3 show the linear relationship of the variables. 

𝑇𝐸𝐶 = 𝑆1𝑀 + 𝑆𝑜          (2) 

Where M is the independent variable (temperature/specific humidity) 𝑆1 is the slope and 𝑆𝑜 is the 

TEC regression line intercept. 

𝑠𝑃 = 𝑃1𝑇𝐸𝐶 + 𝑃𝑜          (3) 

Where TEC is the independent variable 𝑃1 is the slope and 𝑃𝑜 is the intercept of surface pressure 

regression. 

Also, Mann-Kendall (MK) test trend model shown in Eq. 4, was used to statistically assess if there 

is a monotonic upward or downward trend of the TEC and the solar metrics of interest over selected 

period of time (Kendall, 1975; Mann, 1945). A monotonic downward (upward) trend implies that 

the variable consistently decreases (increases) through time, though the trend may or may not be 

linear (Hirsch et al., 1992) 

𝑍𝑀𝐾 =

{
 

 
𝑆−1

√𝑉(𝑠)
      𝑖𝑓 𝑆 > 0

0            𝑖𝑓 𝑆 = 0
𝑆+1

√𝑉(𝑠)
     𝑖𝑓 𝑆 < 0

         (4) 

2.3 Meta-analysis statistical approach 

We applied meta-analysis method to combine the linear regression equations obtained from the 

relationships between the parameters. The coefficients (𝑆1and𝑆0) and standard errors (SE) from 

each of the 11 regression equations were identified for each of the relationship between solar metrics 

and TEC. After the calculation of weighted average coefficients (WAC) based on inverse of the 

variance of the coefficient, the equations were tested for heterogeneity to obtain. We use 

comprehensive meta-analysis (CMA) software V4 for this processing (Borenstein et al., 2002). 

3. Result and discussion 

This work aimed to establish the relationship of Ionospheric TEC with solar metrics (temperature, 

surface pressure and specific humidity) which contribute to the atmospheric heating during the three 

seasons of spring equinox, summer solstice and the fall over a decade (2008 – 2018). The work 

considers the seasons to span from the ending period of spring equinox (April/May), the whole of 

summer solstice and to the end of fall (November/December). 

3.1 General picture of TEC and temperature 

Fig. 1a shows the variation of TEC with temperature during the years (2008 – 2018) at the three 

seasons; Spring equinox (the months of March, April and May), Summer solstice (June, July and 

https://power.larc.nasa.gov/data-access-viewer/
https://power.larc.nasa.gov/data-access-viewer/
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August) and the Fall (September, October and November). The observation shows similar trend of 

increases in temperature with decreases in TEC from the end of spring equinox, particularly from 

the month of April/May. The temperature gets to the maximum and TEC gets to minimum during 

summer solstice. The beginning of the fall (autumn equinox) marks the season of exchange of phase 

where the temperature drops and TEC rises to their respective minimum and maximum at the middle 

of the season. The year 2008 marked the end of 23rd solar cycle and the beginning of the 24th solar 

cycle few solar flares and coronal mass ejections (CMEs) occurred this year.  The low coefficient of 

correlation in 2017 could also be traced to low solar radiation which could be attributed to the 

natural decline of Solar Cycle 24. As this cycle progressed towards its minimum, solar activity 

decreased, resulting in lower solar radiation, with average sunspot number of 15(Zharkova et al., 

2023).  

Fig. 2 displays the bivariate KDE plot joint distribution of temperature and TEC, where the NW – 

SE trending direction of the plot reveals the inverse relationship of the two variables. The plot also 

reveals that much of the temperature data within the period concentrated between 21.5 – 22.5 ℃ 

with corresponding TEC values concentrating around10 − 18 𝑇𝐸𝐶𝑈. 

 

Fig. 1: Variation of TEC with atmospheric temperature during the seasons (2008 – 2013) 

The densely populated regions indicate the phase changes where increase in temperatures over the 

periods coincides with increase in TEC Fig. 2b(i) shows that the temperature peaks at about 21.8℃ 

indicate the mode of the values with highest probability density about 0.55, the highest frequency. 

The narrow spread between 19°C to 23°C indicates relatively small fluctuations in the heating of the 

atmosphere. The lightly skewed distribution toward the right suggests the tendency towards warmer 

temperature which corresponds to the left skewed of the TEC (Figure 2b(ii)) confirming strong 

negative correlation existing between the two variables. 
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Fig. 2a: KDE plot showing inverse relationship between temperature and TEC 

 

 

Fig. 2b: Density plots of temperature and TEC 

Table 1 summarizes the relationship insights between the two variables;  

Table 1 

Temperature and TEC density plot insights 

Plot insight Temperature (Fig. 2b(i)) TEC (Fig. 2b(ii)) 

Mode/Implication 21.8℃/ Mild fluctuation atmospheric 

heating 

15 TECU/Quiet ionospheric 

conditions 

Probability density 0.55 0.048 

Right 

tail/Implication 

23℃ /Tending to warmer temperature 50 TECU/Ionospheric disturbance 

Left 

tail/Implication 

19℃ /Mild temperature caused by spring 

equinox season 

6 TECU/Natural boundary of 

periods of low ionization or 

ionospheric depletion. 

Range/Implication 19 − 23℃/Relatively low atmospheric 

heating. 

6 – 46 TECU/Variable electron 

density 

Distribution type Asymmetric Asymmetric 

Skewness Right Left 

 

3.2 Correlation between TEC and surface pressure 

Several parameters contribute to the heating of the atmosphere. To further assess the correlation of 

this heating and TEC, surface pressure data were correlated with TEC data. Fig. 3. Show the 

variation of surface pressure with TEC. Towards the end of spring equinox, it was discovered that 

(i)

(ii)
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the surface pressure values increased with decrease in TEC, to maximum in the summer solstice 

before decreasing with increase in TEC towards the end of the season.  

 

Fig. 3, Relationship Between Surface Pressure and Ionospheric TEC (2008 – 2010) 

The early fall marked the exchange of the phase between the surface pressure and TEC. The NW – 

SE trend of the surface pressure - TEC plots shown in Figures 3 indicate the strong negative 

relationship between these parameters. The heating pattern contribution of surface pressure aligns 

with those of the temperature shown in Fig. 1.  

The correlation plots also show that through Hadley cell, surface pressure influences the heating of 

the atmosphere of this region thermodynamically. In the tropical region, surface low pressure causes 

air to rise, creating convective currents, hence releasing latent heat to the atmosphere, hence, 

increase in temperature which leads to low TEC. A very coefficient was recorded in 2012. This year 

was near the peak of Solar Cycle 24 which ionospheric conditions could have altered the 

atmospheric condition through increased geomagnetic activity. Also, climatologically, the 

atmosphere in the year experienced a weak El Nino Southern Oscillation (ENSO) event could be 

attributed, which could have caused the weak recorded correlation. Additionally, the changes in 

Arctic Oscillation (AO) which has influence on surface pressure and TEC could have caused the 

uncorrelation. Respectively, the average surface pressure values declined from 85.6 kPa to 85.5 kPa 

to 85.3 kPa until it inclined increased to 85.5 kPa in 2015. These data confirm as the atmosphere is 

heated, the electron density in the Appleton zone (EIA) decreased. 

3.3 Correlation between TEC and specific humidity  

The mass of water vapor present in a unit mass of air plays a significant role in atmospheric heating 

thereby correlating with TEC. Figs. 4 show the correlation between TEC and specific humidity.  
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Fig. 4: Correlation plot between TEC and specific humidity 

When the solar radiation reaches the Earth’s surfaces, supplies it with heat through conduction. The 

counter infrared radiation causes the warm air to rise on the tropical regions. In the atmosphere, the 

air cools down and falls as dry air around latitude 30°N or S (Hadley cell). Through atmospheric 

electricity, as water vapour in this warm air gets ionized in the upper atmosphere and releases 

electrons and positive ions, which in turns influences the electron density which contribute to TEC, 

hence, the positive correlation (Figures 4). Through charge separation, water droplets in the 

atmosphere becomes electrically charged through collision with other particles and the process can 

enhance the release of electrons in the EIA zone leading to strong positive correlation between the 

parameters as shown in Fig. 5.

 

Fig. 5: Correlation plot between TEC and specific humidity  

 

(i)
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During summer solstice, there is reduction in solar radiation which leads to reduction in the 

ionization. Weaker geomagnetic field in summer also reduces ionospheric electron density. These 

two processes contribute to the reduction in TEC during summer. As stated in section 3.1, lower 

thermospheric temperature which is caused by high atmospheric temperature, also leads to a reduced 

ionization during summer solstice and contribute to the low TEC. Due to the overwhelming power 

of the NE trade winds, during summer, the SE trade winds become weaker in the tropic and it 

reduces the moisture transport, hence the drop in specific humidity.  

Table 2 shows the insights from Mann-Kendall test to the monotonic trend of the analyzed result. 

The null hypothesis, ℎ = 𝐹(𝐹 − 𝑓𝑎𝑙𝑠𝑒) in the Mann-Kendall program which (positing that there is 

no trend in the data) is not rejected, indicating that the TEC data are fluctuations without evidence of 

particular trend of variability within the period.  

 

Table 2: 

Mann-Kandell monotonic test model results over the period 

Parameter 𝜏 z p-val slope h Trend 

TEC (TECU) 0.095 1.305 0.191 0.046 F No 

Temp (℃) -0.043 -0.583 0.559 -0.001 F No 

sP (kPa) 0.150 2.055 0.039 0.0008 T increasing 

SH (g/kg) 0.071 0.968 0.333 0.004 F No 

 

The MK test model detected a statistically significant increasing trend in the variability of surface 

pressure (sP) data over the analyzed period of time. The null hypothesis is (ℎ = 𝑇) is rejected 

because the p-value of 0.039 is well below the threshold of 0.05, the z-value (2.055) is greater than 

the standard value of 1.96, the tau (0.150) indicates a moderate positive association between the 

variables, suggesting a tendency for increases in its value with time. The increasing rate of surface 

pressure poses pollution accumulation risk as high-pressure systems can trap pollutants close to the 

surface, leading to poorer air quality and increased health risks, particularly in urban areas, also the 

region may stand a risk of wildfire due to dry condition as a result of increasing surface pressure. 

High increase pattern also poses heat distribution risk due to extreme temperature; weather system 

stands a risk of being altered by potential prolonged drought.  

There is no significant trend in the variability of specific humidity (SH) as the p-value is more than 

0.05. The z-value of 0.968 indicate weak increasing trend. 

Table 3 gives generalized regression equations (GREs) for the relationship between the TEC and the 

heating solar metrics under consideration. The GREs were formed after subjecting the coefficients 

of model linear regression equations to CMA software. The software program calculated the 

weighted average coefficients (WAC) and the standard errors (SE).  

The relationship between surface pressure (sP) and TEC indicates that for every unit increase in 

TEC, sP decreases by 0.02 units. 
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In table 3, the 0.99 value for 𝑅2, the coefficient of determination implies that approximately there is 

99% of the variability in the sP and TEC, hence, indicating an excellent fit of the GRE, 𝑖2 = 0% 

indicates no heterogeneity between the model equations for the 11 selected years, suggesting no 

significant differences between the equations. 

Table 3: 

Generalized parametric equations for TEC relationship with solar metrics 

 

Relationship 

 

WAC 

 

SE 

 

𝑅2 

 

GRE 

 

Meta-Analysis Statistic 

 𝑆1 𝑆𝑜 𝑆1 𝑆𝑜    

 

sPvs TEC 

 

-0.02 

 

85.82 

 

0.005 

 

0.07 

 

0.99 

 

𝑠𝑃
= −0.02𝑇𝐸𝐶
+ 85.82 

𝑖2 = 0%,𝑄 = 10.42 (𝑝 =
0406),  

𝜏2 = 0 

 

TEC vs SH 

 

3.41 

 

-23.11 

 

0.21 

 

1.43 

 

0.81 

 

𝑇 = 3.41ℎ − 23.11 

𝑖2 = 95.6%,𝑄 = 241.1 

(𝑝 < 0.001, 𝜏2 = 13.41 

 

TEC vs 

Temp 

 

-5.51 

 

121.41 

 

0.32 

 

2.35 

 

0.72 

 

𝑇

= −5.51𝑚 − 121.41 

𝑖2 = 95.5%,𝑄 = 241.12 

(𝑝 < 0.001)𝜏2 = 23.11 

 

The Cochran’s Q statistic of 10.42 also indicates no significant heterogeneity between the model 

equation. The 𝜏2 = 0 indicate that the variance between the equations is zero, confirming the 

consistency in the relationship. The implications of these statistics suggest a strong negative linear 

relationship between surface pressure and TEC; hence, the GRE is fit for prediction. 

The relationship between TEC and SH indicates moderate to high predictive power of the GRE 

(𝑅2 = 0.81), as there are 3.41 units increase in TEC for every unit increase in SH. From the meta-

analysis statistics, there is high percentage of heterogeneity in the model equations indicating 

significant differences among them which suggest that there are other factors leading to the positive 

linear relationship between them. These factors could probably be traced to study-level factor such 

as discrepancies in sampling rate, instrumental factor such as instrument calibration or 

environmental factors such as climate variability, natural climate fluctuations such as El Nino-

Southern Oscillation (ENSO). To address the heterogeneity, the equations were subjected to Meta-

Regression Analysis (MRA) and a final regression equation (Eq. 5) was obtained with a reduced 

meta-analysis statistic. 

TEC = 3.21h – 20.53+ 0.05n         (5) 

In Eq. 5,  𝑛 represent the number of samples, and the reduced statistics are 𝑖2 = 41.2%, 𝑄 =

143.21 (𝑝 < 0.001) and 𝜏2 = 6.51. This equation is suitable for prediction. 

For every unit rise in temperature, TEC is observed to drop by 5.51 units (Table 3), confirming a 

negative relationship exiting between them. The coefficient of determination, 𝑅2 = 0.72 indicates 

that the model explains approximately 72% of the variability in TEC, indicating a moderate to good 
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fit equation. The high 𝑖2 value of 95.60% and Q value of 241.12 jointly signify significant 

heterogeneity between the 11 equations. The 𝜏2 = 23.11 indicates substantial variance between the 

model equations. These high statistics suggest complex factors involved in relationship between 

TEC and temperature. This high heterogeneity was addressed using meta-regression analysis where 

the statistics were significantly reduced when a new GRE was obtained (Eq. 6). 

TEC = -5.19m - 114.91+ 0.02n        (6) 

To arrive at Eq. 6, where 𝑛 represents the number of samples used, the reduced statistics are 𝑖2 =

35.1%, 𝑄 = 174.21 (𝑝 < 0.001) and 𝜏2 = 16.52. Eq. 6 is suitable for the estimation of 

ionospheric TEC from atmospheric temperature data. 

Conclusion 

This study investigated the correlation between seasonal atmospheric heating and ionospheric Total 

Electron Content (TEC) dynamics, utilizing temperature, surface pressure, and specific humidity 

data during Spring Equinox, Summer Solstice, and Fall. The analysis revealed distinct relationships 

between these atmospheric parameters and TEC. Temperature and surface pressure exhibited strong 

negative correlations with TEC, indicating that increased atmospheric heating leads to decreased 

ionospheric electron density. The negative correlation between temperature and TEC implies that 

atmospheric heating during Spring Equinox and Summer Solstice may lead to decreased ionospheric 

electron density, potentially affecting radio communication and navigation systems.Surface 

pressure's negative correlation with TEC indicates that changes in atmospheric pressure patterns 

may influence ionospheric dynamics. 

Also, specific humidity, however, showed a strong positive correlation with TEC, suggesting that 

increased atmospheric moisture enhances ionospheric electron density. The positive correlation 

between specific humidity and TEC suggests that increased atmospheric moisture during Fall may 

contribute to enhanced ionospheric electron density, improving communication and navigation. 

As the study demonstrates the significance of atmospheric heating in shaping ionospheric TEC 

dynamics, highlighting the complex interplay between temperature, surface pressure, and specific 

humidity. These findings contribute to our understanding of the atmospheric-ionospheric interface, 

ultimately informing improved forecasting and modeling of ionospheric conditions. We recommend 

for future research, the investigation of the causal mechanisms underlying these correlations 

andexploration of the impact of other atmospheric parameters (e.g., wind patterns, ozone 

concentration) on TEC dynamics. 
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Abstract 

Traffic congestion associated with increased vehicular movements and coupled with poor 

road network often leads to loss of man hours and low productivity, thus presenting a 

setback to the development of major cities.  This challenge can be addressed by providing 

accurate information about the traffic-flow within the intra-city road network to guide the 

road users on the choice of alternative routes to use to avert frequent traffic congestions. In 

this paper, we present a deep learning framework that incorporates the direct and indirect 

cost burdens of intra-city routes to predict possible alternative routes for informed choices of 

traffic flow management within the intra-city road network. The proposed deep learning 

framework is informed by its ability to analyze big data with high-dimensional features, 

spanning, weather, point of interest, nature of the roads, time of the day with accuracy.  The 

paper utilized primary datasets obtained from South-South region (Asaba, Benin City, 

Calabar, Port Harcourt, Uyo, Warri and Yenegoa and its suburbs) of Nigeria using Google 

Maps, Open Weather maps, OpenStreetMap (OSM) and ride hailing services. The paper 

leverages on recurrent neural networks (RNNs) to extract cost related features to predict 

alternative routes with variations of cost burden for informed choice of route by the road 

users. The results in terms of preprocessed features of the data obtained from the area under 

study revealed that the features range from 0.30 to 0.69 in correlation analysis. This indicates 

that the features utilized for the deep learning framework are relevant features without 

dependency. Also the strength of the linear relationship between the FARE and the target 

output is 0.823014 at a significance level of 0.05. This study has the potential of enhancing 

urban mobility and increase productivity for businesses, hence it is recommended for 

intelligent transport applications. 

Keywords: alternative route; cost-burden; traffic flow; deep learning 

1. Introduction 

Road traffic congestion is a universal problem that causes so much distress to urban dwellers, 

hindering smooth movement of people, goods and services. This phenomenon is attributed to 

increasing high density of vehicles struggling to access limited road spaces particularly during the 

peak hours or traffic incidents such as accidents and vehicle breakdowns (Kreindler, 2024). 

Moreover, in developing countries, rare utilization of intelligent transport applications that can 

empower road users to make informed decision on choice of available alternative routes to evade 

congestion contribute to traffic bottleneck or gridlock. The increase in population as well as high 

vehicle density resulting from rapid development of rural areas into urban centres increases pressure 
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on urban road networks and infrastructures. The challenges of traffic congestion leads to losses of 

man-hour and increase fuel consumption as vehicles spend more time idling or moving slowly 

(ViaMichelin, 2022). In addition, congestion reduces productivity, augments stress and frustration, 

increase commuting delays, and generates pollution that impact on environment and add additional 

cost to the society (Thakre & Pawade, 2024). The persistence increase of noise and air pollutions is 

detrimental to public health and mental wellbeing among residents of urban dwellers (Conceição et 

al., 2023; Wojuade&Olateju 2020, James et. al., 2016). Given the negative impacts posed by poor 

information management of traffic congestion and air pollution, tolling has been introduced in 

several cities around the world to curb vehicles from entering the inner city (Zhang et al., 2019, 

Vosough et al., 2022). These schemes encourage drivers to make use of the available alternative 

routes based on cost considerations. However, there is inadequate digital information management 

framework to guide the choice of alternative route network within the intra-city road network 

The cost of congestion is multi-faceted and affects various aspects of the society (Sweet, 2014). In 

Nigeria, there is a 2023 report by Danne Institute for Research that revealed about 4 trillion naira 

annual loss incurred by Lagos State due to impact of traffic congestion. This is culminated from the 

loss of an estimated 14.12 million hours by the residents of the state on daily basis. Apart from 

Lagos, the impact of traffic congestion is felt in other cities, such as: Ibadan, Federal capital territory 

Abuja, Kano, Kaduna Asaba, Benin-City, Calabar, Port Harcourt, Uyo, Warri, Yenegoa and more. 

The aim of this paper is to utilize a deep learning intelligent framework to proffer options of definite 

alternative routes to road users to evade traffic congestion in the area under study.  Although recent 

advancements in deep learning has offered significant opportunities for solving problems (LeCun et 

al., 2015), traffic information management within intra-city route network still poses a challenge to 

road users and its environments.  Therefore, there is the need for transformative changes across 

various domains, including urban planning and transportation information management using 

modern computing infrastructures (Townsend, 2013). Based on the light of the foregoing, the 

specific objective of this paper is to collect and analyze traffic-specific data within intra-city routes 

covering the major cities within South-South region of Nigeria over a period covering January to 

November, 2021. The analysis of the data entails the removal of feature dependency and 

transformation to produce relevant data features suitable for deep learning. In addition, a conceptual 

framework for prediction of alternative routes to guide road users on traffic information within the 

intra-city road network is alsopresentedin the paper. 

The study area of this research are intra-city routes in Asaba (6.2059° N, 6.6959° E), Benin City 

(6.3350° N, 5.6037° E), Calabar (4.9757° N, 8.3417° E) Port Harcourt (4.8472° N, 6.9746° E), Uyo 

(5.0377° N, 7.9128° E), Warri (5.5494° N, 5.7669° E) and Yenegoa (4.9514° N, 6.3492° E). These 

cities are within the south-south region of Nigeria where there is rapid growth of urbanization due to 

economic activities as a result of oil exploration. 
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(a)    (b) 

Figure 1 Intra-city routes with adjoining Alternative paths from (a) Rumuodomaya to Elimbu in Port 

Harcourt (b) UruaEkpa to Etoi 1 in Uyo. 

Given road segments in Figure 1, a specific road sections shown in Figure 1 (a) represents the route 

from Rumuodomaya to Elimbu in Port Harcourt traversing via Rumuji-Mpakurche Rd with 

alternative routes 𝑀 via Rumuowha-Eneka road and 𝑁 via Rumuola-Rumukoroshe road. Figure 1 

(b) represents the route from UruaEkpa to Etoi 1 in Uyo traversing via IkotEkpene - Calabar 

Rd/Oron Rd/Uyo-Oron Rd/A342 with alternative route 𝑋 via Nsikak Eduok Avenue and 𝑌 via Aka 

Rd and Ring Rd 2/Udo Udoma Avenue. The red dotted line represents the driving path section of 

the road that is heavily congested during the peak hours. These congested paths pose a challenge for 

drivers, causing delays, slower movement, or stoppages. For drivers to evade traffic on these 

congested routes, Figure 1 (a) and (b) suggested alternative routes 𝑀, 𝑁 and 𝑋, 𝑌 respectively. 

These alternatives routes can be suggested based on having the minimal features associated with 

cost burden, implying that they either save time, fuel, or fare compared to the congested route. This 

can provide drivers with an informed decision to rather opt for these routes to bypass the congestion 

and maintain a more efficient and cost-effective journey. 

The dataset covered210 road segments comprising of 30 roads from each of the city under study. 

The dataset features considered in this study include traffic flow with attributes of smooth (SMO), 

slightly congested (SCO), congested (CON) and highly congested (HCO); weather condition with 

attributes of sunny (SNY), rainy (RNY), cloudy (CDY) and clear (CLR); point of interest (POI) with 

attributes of densely and sparsely populated area; time of the day (TOD) with attributes of peak and 

off-peak period; distance (DST) with attributes of short and long distances; Fare with attributes of 

low and high rate; estimated time of arrival (ETA) with attributes of short and long; nature of the 

road (NOR) with attributes of paved and unpaved road. The study alsoconsidered four time of the 

day namely; morning (6am to 11:59am), afternoon (12pm to 3:59pm), evening (4pm to 8:00pm) and 

night (8pm to 10:00pm).Figure 2shows the traffic status of the study area at different times of the 

day. 
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Figure 2:Traffic status of the study area. 

Figure 2 shows a large numbers of highly congested traffic statuses in the morning and evening 

(peak) periods particularly in Port Harcourt, Benin City, Calabar, Uyo and Asaba. There is also 

increased number of smooth in the night (off-peak period) predominantly in Yenagoa, Warri, Uyo, 

Calabar and Asaba. The focus of this paper captures the development of a deep learning framework 

for predicting alternative routes in intra-city route network..The subsequent sections of this paper are 

arranged as follows. Section 2 discusses the related works on the field of traffic flow prediction. 

Section 3 introduces the proposed framework, including the traffic data preprocessing model. 

Section 4 presents the results, and finally, section 5 presents the conclusion of this paper. 

2. Related Works 

In recent years, the continuous increase in urban population has triggered the surge in traffic 

congestion mostly in intra-city road network. The need to explore advanced technologies for 

efficient traffic management and route optimization has become crucial for smooth navigation in 

urban areas. Several works have focused on using these technologies to detect traffic jam and 

predict alternative routes to minimize travel time and reduce congestion. Guidoni et al., (2020) 

presented a Vehicular Traffic Management Service called the Re-RouTE. The mechanism of Re-

RouTE employs the concepts of flow density model of traffic engineering theory to classify network 

congestion. It considers only the street density of vehicles to classify traffic conditions, detect traffic 

jams and suggest alternative routes to reduce traffic congestion. Musa et al., (2023) utilized machine 

learning algorithms and cloud computing to develop models and decision making approaches. These 

approaches suggested alternative routes traversal within the urban routes, predict traffic conditions 

(including the outcomes, forecasting, and decongestion), reduce lost hours for road users, and 

simplifying urban transportation activities for urban dwellers. Stan et al., (2023) introduces a traffic 

threshold mechanism to predict vehicular traffic congestion and then suggest alternative routes in 

order to avoid congestion in the urban area. The results of the mechanism showed a significant 
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reduction on time spent on traffic by 69% and carbon emissions by 61% with 50K+ scenario. Xu et 

al., (2024) proposed a machine learning-based traffic flow prediction and intelligent traffic 

management using a Time-Graph Convolutional Network (T-GCN) model. The datasets from SZ-

taxi in Shenzhen City and the Los-loop detectors in Los Angeles were used. The model 

demonstrated the ability to capture the dynamic trend of road traffic information and obtain a better 

prediction results. Wu et al., (2024) proposed a Short-Term traffic flow prediction using Grey 

Relational Analysis for Data Filtering and Stacked LSTM Modeling. This study uses PeMS dataset 

with Occupancy data, Traffic volume and speed as predictors. The results of the experiment showed 

that the model achieved improved prediction accuracy by 3.6% and a reduced prediction time of 

27.33%. Zhang et al. (2017) proposed a deep learning framework called Deep Spatio-Temporal 

Residual Networks (DSTRN) for predicting citywide crowd flows. The model leverages both spatial 

and temporal information to capture the complex dynamics of crowd movements in urban areas. The 

model utilized residual connections to facilitate the flow of information across different layers. 

These connections help in mitigating the vanishing gradient problem and enable better information 

propagation. The model is evaluated on real-world citywide crowd flow datasets, and the results 

demonstrated that the DSTRN outperforms several baseline methods in terms of crowd flow 

prediction accuracy, including traditional methods and other deep learning approaches. Yu et al. 

(2017) introduced a deep learning framework called Spatio-Temporal Graph Convolutional 

Networks (STGCN) for traffic forecasting. The model leverages both the spatial and temporal 

dependencies in traffic data by incorporating graph convolutions into recurrent neural network 

(RNN) architecture. The model also employed temporal convolutional layers to capture the temporal 

dependencies in traffic data. The convolutional layers capture patterns over different time scales, 

enabling the model to capture both short-term and long-term temporal dependencies. The 

experiment was conducted using two real world traffic datasets, BJER4 and PeMSD7 collected in 

Beijing and California respectively.  The results demonstrated that the STGCN outperforms several 

baseline methods in terms of traffic forecasting accuracy, including traditional methods and other 

deep learning approaches. Khan et al., (2020) proposes a smart route Internet-of-Vehicles (IoV)-

based congestion detection and avoidance (IoV-based CDA) scheme to monitor traffic in real time 

and detect congestion patterns. The scheme integrates IoV technology with advanced rerouting 

algorithms using modified Evolving Graph (EG)-Dijkstra to reroute vehicles to alternative route 

when the required threshold is exceeded. The results of the experiment revealed that proposed 

system can significantly reduce travel time and improve traffic efficiency compared to traditional 

traffic management approaches. Xu et al., (2018) proposed a hybrid framework to integrate both 

urban traffic flow characteristic theory and machine learning techniques. The features considered in 

the study were traffic volume, road speed limit, route distance, traffic light and weather conditions. 

The experiment was conducted using Deep Belief Network (DBN) on two real world trajectories 

datasets named BJTaxi and Ucar, and the results revealed that DBN method provided a better 

classification accuracy of 8% than the Bayesian model. Despite the enormous studies on road traffic 

prediction and route optimization, still, there is dearth of literature on cost-burden associated with 

alternative route in urban areas, hence this research. 

3. Proposed Framework 

In this framework, RNN is employed to model the dynamic nature of intra-city traffic flows by 

analyzing real-time traffic data. The network processes time-dependent traffic parameters, such as 

traffic density, time of the day, travel time, estimated time of arrival and non-time dependent traffic 

parameters such as point of interest, fare, nature of the road across different routes. These inputs 

allow the RNN to predict not only the likelihood of congestion but also the potential cost burdens 

associated with taking various alternative routes. The model then provides accurate predictions for 
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travel time, and cost burden for each routing option by learning from real-time traffic sequences. 

Figure 3 show the processing layers of the proposed framework. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Processing Layers of the proposed framework 

The proposed framework shown in Figure 3 is segmented into four phases. The first phase 

comprises of the data obtained from intra-city road in South-South, Nigeria comprising sources such 

as map features, weather features and so on. The second layer is the data pre-processing phase 

which includes feature extraction, normalization where numerical features (POI, FARE, DST and 

ETA) are normalized using min-max scaling technique, and categorical features such as traffic, 

weather, nature of the road (NOR) and time of the day (TOD) are normalized using ordinal encoder 

technique. Standardization/ Visualization stage is to prevent bias in algorithms and improve model 

performance and explore relationships between features, guiding preprocessing and modeling 

decisions. Then the data is partitioned into training and validation/ testing sets to ensure that the 

model is properly evaluated on unseen data and not overfitted to the training set. The third phase is 

the model building layer comprising of training, validation and testing. The final phase is the model 

evaluation. 

4. Results 

In order to adapt the dataset to deep learning model, removal of feature dependency is implemented 

using the Pearson correlation analysis shown in Figure 4. The high positive and negative correlation 

suggested that features provide similar information and are redundant to some extent. In predictive 

modeling, the highly correlated features add no much additional information to the model. 
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Figure 4: Pearson Correlation Analysis 

The preliminary results of correlation analysis conducted on the pre-processed features revealed 

correlation coefficients ranging from 0.30 to 0.69. This indicates that there are moderate to strong 

positive relationships between the variables. Specifically, correlations between 0.30 and 0.49 

suggest moderate associations, where the variables are somewhat linked, while those between 0.50 

and 0.69 represent stronger linear relationships. These results imply that, for some pairs of features, 

changes in one variable are accompanied by relatively predictable changes in another, though the 

strength of these relationships varies. These findings are consistent with expectations, given the 

nature of the data and are relevant features without dependency. The strength of the linear 

relationship between the FARE and the target output is 0.823014 as indicated in Figure 5. 

 
Figure 5: The Linear relationship between FARE and target output 

5. Conclusion 

This study utilized a primary dataset of intra-city route and traffic prediction obtained from cities 

within South-South Nigeria (Asaba, Benin City, Calabar, Port Harcourt, Uyo, Warri and Yenagoa), 

this adds to the body of knowledge for future research. Information regarding alternative routes and 

points-of-interest in the dataset intends to serve as a bye-pass to mitigating traffic congestion in the 

study area. This study has also provided additional information and cost burden associated with 

route and traffic prediction model available to road users. The application of deep learning models 

for intra-city route and traffic prediction holds significant promise in addressing the complex and 

dynamic nature of urban transportation systems. The utilization of advanced technique, such as 

recurrent neural networks (RNNs), enables these models to capture intricate temporal and spatial 

dependencies within traffic data. Stacked GRU, with multiple layers of recurrent units, enhance the 

model's capacity to understand both short-term and long-term trends in traffic patterns. As 

Intelligent Transportation System (ITS) continues to evolve, the collaboration between researchers, 

city planners, and industry stakeholders becomes crucial for the successful integration of these 

models into practical urban transportation systems. 
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Abstract: This study investigated the potential for national economic recovery through conducted geophysical 

assessments of dumpsites in Umusedeli and Azunze, Kwale, South-South Nigeria. Geophysical methods such as 

Vertical Electrical Sounding (VES), Electrical Resistivity Tomography (ERT), and Induced Polarization Tomography 

(IPT) were used to identify potential resources within dumpsites, such as metals, organic matter, and building materials. 

The identified dumpsites materials were separated using Artificial Intelligence (AI) techniques, and were evaluated 

based on their economic value and potential for reuse or recycling. The study also looked at the environmental impact of 

dumpsite remediation and resource extraction to ensure sustainable practices. Based on the findings, policymakers were 
given recommendations on how to promote regional economic development and environmental sustainability. 

keywords: Geophysical Assessment, VES,ERT, IPT, AI Techniques, leachate, dumpsite. 

1. Introduction  

Waste disposal dumps are common phenomena especially in industrial and highly populated cities where dumps are 

generated in tons on a daily basis and thus becomes a more important and efficient way of maintaining a clean 

environment in urban areas. In developing countries unregulated disposal dumps are commonly located adjacent to 

large cities, releasing harmful contaminants into a leachate and thereby polluting underground water. Similar 

groundwater contamination occurs in well waters due to leachate from household sewage and from settlement around 

refuse dumps.  

Over the years, dumpsites have been identified as one of the key threats to groundwater resources. Considering the 

population of developing country like Nigeria, there is massive increase in the rate of municipal waste generated on a 

daily basis.. Perpetually, wastes are generated continually and disposed indiscriminately in rivers and dumps without 
recourse to the underground environment, local geology and their proximity to the living quarters. Leachate generated 

by decomposed wastes happens to be part of groundwater flow system as soon as it reaches the water table. Poor 

management of municipal solid waste materials leads to potentially devastating environmental and health hazards. 

Among health hazards that have resulted from lack of an effective disposal system are periodic epidemic and 

communicable diseases. The challenges in solid waste dumping, handling, and management, all pose great threats to the 

entire environment. Humans are therefore exposed to a range of environmental hazards but particularly percolation of 

polluted leachate into the shallow aquifers which is the main source of drinking water in developing countries. In most 

cases in developing countries, refuse disposal sites are not properly planned.  

DC resistivity and EM-methods have proven particularly successful for the evaluation of mixed waste landfills. Binley 

and Kemna, 2005, Loke, H.M. (1999), Fenning and Williams, 1997).  DC resistivity and electromagnetic (EM) surveys 

are used for similar purposes, to assess the flow of electrical current in the subsurface; however, the measurements are 

made in different ways.  Subsurface resistivity is a function of the soil/rock type, porosity and conductivity of the fluids 
that fill pore spaces.  Conductivity is the reciprocal of resistivity and is therefore also dependent of the same subsurface 

parameters.  Both conductivity and resistivity are governed by Ohm's Law which deals with the correlation between 

voltage and current in a conductor.  The law states that across a conductor, the potential difference (voltage) is 

proportional to the current through it (Burger, 2006). Ohm‟s Law is generally written as V=I/R, where V is the potential 

difference (volts), I is the electrical current (amps) and R is resistance (Ohms).    

Both resistivity and conductivity methods can be used to map natural (and anthropogenic) variations in subsurface 

conductivity (Nielsen, 2005; Telford, et al(1982).  The success of these electrical methods at landfill sites is based on the 

highly conductive nature of landfill leachate when compared to the natural background values.  Thus, variations in 
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conductivity within and surrounding a landfill can provide insight into leachate flow pathways as well as the spread of 

contamination plumes outside the landfill (Soupios et al., 2005; Dawson et al., 2002; Stanton and Schrader 2001; Karlik 

and Kaya 2001; Bernstone, et al  (2000), Aristodemou, 2000; Atekwana, et al (2000),  

 

The aim of this research work is to showcase the effectiveness of integrating geophysical methods in environmental 

assessment of waste disposal in order to map the contaminant plume, groundwater flow direction and buried metals at 

Umusedeli/Azunze Kwale. Plate 1 is the picture of the sorted waste materials from the dumpsite. The geophysical 

methods we introduced are electrical resistivity tomography ERT, vertical electrical sounding VES and induced 

polarization IP methods.  

 

 
 

Plate1; sorted waste materials from the dumpsite. 

 

 

Electrical Resistivity Tomography (ERT) is a technique for imaging the subsurface electrical structure using electrical 

currents. From a series of electrodes, low frequency electrical current is injected into the subsurface, and the resulting 

potential distribution is measured.  but prototype data-collection hardware and research-grade inverse codes suitable for 

field scale applications soon followed. The method has been developed to detect leaks from large storage tanks, monitor 
underground airsparging and mapping movement of contaminant plumes. 

 

Plate 2; picture showing the open dumpsite. 
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2. The Study Area 

The study area (fig.1) is located within geographical co-ordinates of latitudes 5040’32” N and 5043’5” N and 

longitude6025’20” E and 6024’39” E in Kwale Ndokwa-west Local Government area of Delta State, South-south 

Nigeria. 

 

2.1. Geology of the study area  

The study area is part of the Niger Delta sedimentary basin. The lithostratigraphic units correspond respectively with the 

uppermost Benin Formation aged Oligocene to recent, the Agbada Formation which lies beneath the Benin Formation 

aged Eocene to recent and the lowest lying Akata Formation aged Paleocene to recent [Short and Stauble. (1967). The 

Akata Formation is composed mainly of marine shales with sandy and silty beds which are believed to have been laid 

down as turbidities and continental slope fills with an estimated thickness of 7,000 m. The Agbada Formation which is 

the petroleum bearing unit in the Niger Delta, consists mostly of shoreface and channel sands with minor shales in the 

upper parts and an intercalation of sands and shales in equal proportion in the lower parts, with a thickness of over 3,700 
m [Doust. and Omatsola, (1990). The Benin Formation consisting of continental sands and gravels is about 280 m thick 

and may be up to 2,100 m in the region of maximum subsidence Whiteman, (1982). The study area is underlain by 

Benin formation and its of fresh water swamp and lenses clay. The lithological units of the study area are generally 

composed of sand and clayey sand. The area has a flat topography and is situated by the of river Niger.it is thickly 

populated and of high economic value. 

 

3. Materials and Methods  

3.1. Geophysical Method  

Integrated geophysical methods were used for the investigation of possible contamination of groundwater by leachate 

from an open dumpsite. The electrical resistivity method which includes, vertical electrical sounding (VES), 2D 

electrical resistivity tomography (ERT) and induced polarization tomography (IPT) methods. VES was used to 

determine the depth of aquifer occurrence and subsurface lithology. Eight VES were undertaken with the ABEM SAS 

1000 Terrameter using the Schlumberger configuration with current electrode spacing (AB/2) that range from 1m to a 

maximum of 300m. A total of seven Electrical Resistivity Tomography (ERT) lines and induced polarization 

tomography (IPT) lines which was measured simultaneously with 2D ERT were surveyed covering the dumpsite 

(Figure 1). ERT was measured using ABEM terrameter SAS 1000, manually imaging system with 4 electrodes. 

Wenner-gamma electrode configuration was chosen for its relative sensitivity to vertical changes in the sub- surface 
resistivity below the center of the array and for its ability to resolve vertical changes. Electrode spacing of 5m @ 0.5m, 

10m @ 0.5m and 15m @ 0.5m for all the profiles was maintained to attain a reading within the depth range of polluted 

aquifer in the area. The traverses were oriented in NW-SE direction paralleled to each other and according to the shape/ 

size of the dumpsite, (Figure 1) and to ensure maximum site coverage and maximum recovery of data beneath the 

dumpsite. Profile three was established 80 m away from the dumpsite as a control while the other profiles were rightly 

located on the dumpsite. 

 

 
Resistivity data were inverted using the Res2Dinverse software. The Res2dinverse computer program automatically 

reduce the measured resistance to apparent resistivity values, based on smoothness-constrained least-square technique. 

The subsurface is divided into small rectangular blocks with position and size fixed by forward modelling. The 
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resistivity of the block is then determined so that the calculated apparent resistivity values agree with the measured 

values from the field survey by adjusting the resistivity of the model blocks and consequently iterate to reduce the 

difference between the calculated and measured (field) apparent resistivity. These differences are expressed in form of 

RMS error this compares well with (Ayolabi,et al, 2013). 

 

VES resistivity field data acquired were used to plot the sounding curves in a log–log graph. The curves from the log–
log graph were interpreted by partial curve matching techniques using master curves (Koefoed, 1979) and auxiliary 

point diagrams (Orellana and Mooney, 1966). The resistivity and thickness of the layer obtained from the partial curve 

matching were then subjected to computer iteration using the Ipi2Win software (figure 2a-h), Ugbe, et al, 2021. 

In addition to resistivity data, measured Induced Polarization (IP) data was also inverted with the same resistivity 

software in similar process of subdividing the earth to smaller models block by forward modelling, iterating to reduce 

the difference between the calculated and measured apparent data; and expressing the differences in RMS error. 

Differences in the RMS values obtained in IP compared to ERT indicates the independence of IP data inversion from its 

counterpart ERT though data were acquired and recorded at the same time as well as inverted by the same computer 

program.  

4. Results, Interpretation and Discussion  

4.1. ERT and IP Results  

The resistivity distribution derived from 2-D inversions of ERT and IPT data are presented and discussed here with their 

resistivity-depth models (Figurs 4a-g and 4ai-vii).  

Generally, the subsurface below the dumpsite was characterized by low resistivity possibly influenced by contaminants 

emanating from the dumps. The maximum depth penetrated is 10.8 m with resistivity values of contaminated layers 

below 100 Ωm except some few cases of high resistivity in the top layer and isolated high resistivity at depth under 
some profiles. The chargeability value is generally low within the impacted region (0.934 – 9.35 ms, Figure 4(ai-vii) 

which suggest possible high  
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porosity and may compose of sand that has been highly impacted with leachate.  

A careful look at the resistivity-depth model from ERT profile 1,3,  and 4 shows high infiltration of leachate to the subsurface 

soil. From profile 3 and 4, subsurface under these profiles was characterized by resistivity between 3 and 30 Ωm. profile 6 show 

leachate impact between electrode positions 16.25 and 25 at the depth of 5m. profile 7 show impact at the beginning and ending 

part of the profile. Generally, the result reflects impact of leachate from the decomposed materials from most of the profiles. The 
depth of pollution with low resistivity values is indicative that the leachate from the decomposed refuse material has impacted the 

subsurface as a result polluting the groundwater. High resistivity encountered between electrode positions 10 and 30 at the depth 

of 0 – 10.8 m under profile 7 possibly reflects the presence of a resistive waste material and the IPT under the same profile show 

low chargeability values which could be as a result of highly polarizable materials in the waste. It should also be noted that waste 

dumped at the site were not sorted as earlier mentioned.  

Similarly, models from profiles 6 - 7 reflect moderate resistivity from 44 - 100 Ωm for the polluted area but more pronounced in 

the middle half of profile 6 and ending part of profile 7 than in the beginning parts.  

Worthy of note is the control profile (profile 5) which indicates contamination almost across the profile and the profile is 100m 

away from the dumpsite. The possibility could be that the leachate might have migrated to that point.  

4.1.1. VES Interpretation 

The results of Vertical Electrical Soundings and induced polarization obtained were interpreted. Four geoelectric sections were 

obtained for VES  1,4, 5,6 &7 while VES 2 & 3 review three geoelectric section the inversion of the interpreted field resistivity 

data. The inversion of the interpreted field resistivity data was carried out with the aim of delineating the subsurface geologic 

sequence present in the study area, and determines their geoelectric parameters, layer thicknesses and resistivities (Table 1, fig.2a 
– h). The lithologies inferred for geoelectric layers and depths were taken to starter software for graphic display of the litho-

stratigraphy, depths and thickness which are fundamental subsurface information needed for the environmental assessment of the 

waste of dumpsite (fig. 2.1a-2.1h). 

A total of eight VES points were occupied during the field exercise using Schlumberger array which were acquired alongside with 

induced polarization data. (table 1). The layers include; Topsoil, clay, medium sand, coarse sand, fine sand, sandy clay and sand. 

Careful examination of the curves revealed that the VES point one has AK-curve type, VES point two & three have H-curve type, 

VES point four (4) has KA-type curve, VES point five (5) HK-type curve, VES points six (6), seven (7) KH-type curve and VES 
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point eight has KQ-curve type. The resistivity values of the topsoil for the VES points 1, 3,4,5,7 & 8, varied from 142Ωm to 

3957Ωm and the thickness varied between 0.43 – 54.7m, for VES point six (6) their first layer resistivity value is 789Ὡm which is 

fine sand with the thickness of 2.54m, and VES point 2 the first layer resistivity is 526Ωm, (table 1). In the second layer, VES 

point3 had lateritic sand with resistivity value of 341 Ωm and thickness of 35.7m, VES point 1,4&8  had silt sand with resistivity 

values between 689 to  117413Ωm and their thickness is between 0.42m to 28.6m,  VES points 5&6 had medium sand with 

resistivity values varies varied from 484Ωm to 2350 Ωm, and their thickness varied from 1.7 to 13.6m,VES point 7 had fine sand 

with resistivity value of 3696Ὡm and the thickness is 0.43m.In the  third layer, VES point 3 had coarse sand with the resistivity 

value of 71906Ὡm there was no layered thickness because current terminated at this point, VES point 4 had fine sand with 

resistivity value of 304Ὡm and the thickness is 1.19m, VES points 5,6,& 7 had clayey sand with the resistivity values of 267Ὡm-

459Ὡm and their depth varied from 0.93m -14.2m.     In the fourth layer, VES points 4 & 7 had medium sand with resistivity 
values varied between 1601Ωm-2125 Ωm and the depth varied from 2.11m-25.5m, VES point 5 had sandy-clay with resistivity 

value of 142Ὡm and the depth is 34.0m, VES point 6 had coarse sand with resistivity value of 74930Ὡm and the depth is 59.1m. 

However, VES points 4,5,6 &7 at the fourth layer does not have layered thickness because current was terminated at this point. At 

this layer that the bottom depth is not showed needed greater spread to go beyond the fourth layer but because it is environmental 

studies. For VES points 4 – 7 where there is chargeability values that was acquired alongside with resistivity, the IP values were 

used to differentiate clay and clean sand bearing water. Clean sand bearing water do have chargeability higher than clay. So both 

IP and resistivity can differentiate clayey sand from sandy clay and clay as it is displayed in table1.  

The graphic display of the lithostratigraphy shows the depth to the bottom, the layered thickness and the lithologies inferred 

which are fundamental subsurface information needed. The essence of having this graphic plot is to have a quick look at the 

necessary information needed. For instance, seeing how deep or shallow a layer is and thick or thin a layer is can easily be seen 

since it displays both top and bottom depth (fig.2.2c -2.2g).  The depth to the aquifer in the study area varied from 14.2m (VES 5) 

to 25.5m (VES 

 

TABLE 1; RESULT OF VES INTERPRETATION. 

VES Layers Curve 

character 

& type 

Resistivity  

(Ωm) 

Chargeability 

 (msec) 

Thickness 

(m) 

Depth To Top  ( m) Lithology 

inferred 

1 1 AK 142  0.56 0.0 Top soil 

 2  689  28.6 0.56 Silt  sand 

 3  2508  26.2 29.1 Medium sand 

 4  28.3  - 55.4 Clay 

2 1 H 526  3.16 0.0 Silt Sand 

 2  191  11.2 3.16 Sandy clay 

 3  5878  - 14.3 Medium sand 

3 1 H 1004  0.69 0.0 Top soil 

 2  341  35.7 0.69 Lateritic sand 

 3  71906  - 36.4 Coarse sand 

4 1 KA 491 2.21 0.50 0.0 Top soil 

 2  5241 5.37 0.42 0.50  Silt sand 

 3  304 0.0141 1.19 0.92  Fine sand 

 4  2125 6.41 - 2.11 Medium sand 

5 1 HK 280 2.93 0.56 0.0 Top soil 

 2  484 4.59 13.6 0.56 Medium sand 

 3  257 9.42 19.8 14.2 Clayey sand 

 4  142 3.3 - 34.0 Sandy clay 

6 1 KH 789 3.85 2.54 0.0 Fine sand 

 2  2350 0.0113 1.78 2.54 Medium sand 

 3  449 10.1 54.7 4.32 Clayey sand 

 4  74930 3.01 - 59.1 Coarse sand 

7 1 KH 195 2.65 0.5 0.0 Top soil 

 2  3696 5.92 0.43 0.5 Fine sand 

 3  459 4.23 24.6 0.93 Clayey sand 

 4  1601 12.6 - 25.5 Medium Sand 

8 1 KQ 3957 0.0129 0.5 0.0 Top soil 

 2  117413 0.0192 0.51 0.5 Silt sand 
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 3  8018 25.7 37.5 1.01 Medium sand 

 4  14.5 2.99 - 38.3 Clay 
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5. Conclusion  

Integration of electrical methods has been used to assess the subsurface conditions under a municipal dumpsite system in 

Kwale. Our geophysical method was able to map and delineate the contaminant plume (leachate) beneath the open dumping 

system. The integrated methods have proven to be tools for environmental assessment of waste site. The ERT, IPT and 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN CONFERENCE ON     
PHYSICAL   SCIENCES VOL.4. (2024)  

 

350 
 

VES indicate a polluted depth of over 10 m The integrated use of non-destructive geophysical techniques; induced 

polarization and resistivity methods have been successful in characterizing the waste site in Kwale town.  The integration of 

geology from the vertical electrical sounding, electrical resistivity tomography and induced polarization measurements 

yielded useful information for mapping the site. The results were able to delineate the spatial distribution of the leachate 

plume due to the fact that in general, for resistivity values < 100 Ωm the area is expected to have high leachate content. 

Values greater than that were interpreted as coarse sand. The result of ERT and IPT indicated the direction of leachate flow 

in the surveyed areas. 
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Abstract  
Credibly, with the importance of automobiles in the activities of mankind, it is eminent to note that 

automobiles are often confronted with a number of mechanical constraints among, which is poor gas 
mileages. Worth noting, is the fact that no comprehensive literature on mathematical application of Cause-

effect Diagram in analysis and evaluation of poor gas mileage in automobiles. Therefore, this study seeks 

and explored mathematical analysis theory in the investigation of the consequential effect of the emission 

of poor gas mileage in automobiles and critical evaluation of root cause effect. The system was determined 

by a deterministic mathematical approach with a cluster unites of automobiles investigated using the 3Ms 

and P-methods (method, materials, machinery, and people) of Ishikawa model known for its fishbone-like 

structure in the presence of gasoline. Analytic predictions of the investigation evolved round a 6-step 

identification approach, which clearly defined the outcome (effect) been analyzed. Furthermore, the use of 

chart pack with horizontal spine directed to an effect box and identification of the main causes and sub-

branches contributing to the effect was explored. Diagram analysis were conducted. The results of the 

analysis indicated that under balanced constructed system with no repeated causes, poor maintenance 
appears to be a cause for which development of durable measurement tools cannot be overruled and 

therefore, requires urgent attention. Thus, this novel approach is worthy of replication in related scientific 

investigations. 

Keywords: Poor-gas-mileage, automobiles, Cause-effect-diagram, effect-box, horizontals-pine, sub-

branches 

1. Introduction 

A Cause-effect diagram (also called the Ishikawa diagram) is a mathematical tool used for the identification of 

the root causes of mathematical quality problems. It was named after Kaoru Ishikawa, a Japanese quality control 

statistician, who pioneered the use of this chart in the 1960's [1]. Because of the structure and function of the 

Ishikawa diagram (Cause-effect diagram), the system is often referred to as a “Fishbone diagram” [2]. The Fishbone 

diagram is an analysis tool that provides a systematic representation of the relationship between the event under 

investigation and all possible causes influencing the giving system – the cause-effect [3]. That is, a Cause-and-Effect 

Diagram is a documentation of group thinking process that investigate the root cause of an event, leading to 

stratification and collection of data in confirmation of system relationship with counter measures[4].  

The steps involved define clearly, the problem or effect or event for which the cause is to be identified. 

Structurally, a horizontal line with an arrow at the right-hand end and a box in front of it is drawn with the problem 

statement written in the effect box. The next step is identifying the main causes, which are then denoted as major 
categories. Brain storming is normally used to identify the possible major causes. After identifying a primary cause, 

the team goes into deeper identification of many secondary or tertiary causes as possible as sub-branches of the 

primary causes. Each of the major causes is placed in a box horizontal to the first line and connected to that line at 

an inclination of approximately 
070 [5], [6].  After identifying the major causes, the root causes are investigated by 

adopting root-cause analysis techniques. The logical validity is checked for all causes identified considering the 

present scenario. It is important to understand the potential pit falls while using Cause-and-Effect diagram, which 

shouldn’t be treated as a substitute for data. Rather, it should be drawn only after preliminary data has been collected 

to narrow down the focus of a problem [7], [8]. An overview of cause-effect diagram is as depicted in fig. 1: 

mailto:echengba.rexson@yahoo.com
https://www.sciencedirect.com/topics/engineering/countermeasure
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Fig. 1:Cause-effect diagram [8] 

Often there have been alarming occurrence of poor gas mileage in automobile, which could be attributed to 

several number of causes i.e. the method of driving, the machinery, material components of the system and the set of 

individuals operating the system. Worth noting is the fact that no comprehensive literature on mathematical 

application of Cause-effect Diagram in analysis and evaluation of poor gas mileage in automobiles. Therefore, in 

this study, we seek to explore mathematical analysis theory to investigation the consequential effect of poor mileage 

emission of gas in automobiles and possible evaluation of root cause effect. 

The diagram can also be used to determine the risks of the causes and sub-causes of the effect, but also of its 

global risk [9]. Usually, the analysis after Fishbone diagram continues with other representation and establishing 

treatment priorities methods as can be seen in fig. 2: 

 

Fig. 2:  Fishbone Diagram: The 6 Ms[10] 

Mathematically, Cause and Effect diagram or Fishbone diagram is a graphic technique and is a good tool to find and 

significantly analyze affecting factors in identifying the characteristics of work output quality [10]. This fishbone 

diagram is known as a cause-and-effect diagram. Why is it that this Ishikawa’s diagram has been called “fish bone”? 
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Well, when observed the diagram (see diagram 1), the fishbone, its form has a similarity to a fish, which has a head 

(as an effect) and a body in the form of bones, illustrated as causes of known problems [11], [12].  

Remarkably, is the fact that by dissolving any one of the multiple root causes, the symptoms can be reduced or 
even eliminated. Positive or negative—Our successes, as well as our failures, have root causes. By studying the 

roots for our successes, we may find strategies that can be applied to improving all of our processes. Symptoms—In 

dealing with problems, symptoms are found at the surface. They are the ―red flag that draws attention to the issue. 

A symptom is usually a noticeable gap. In this research therefore, we seek to determine critical inevitable causes and 

possibilities of ameliorating these causes using mathematical tool known as “cause-effect diagram”, noting that a 

cause-effect diagram is a visual tool used to logically organize possible causes for a specific problem or effect by 

graphical display of the increasing detail. Therefore, the Ishikawa model known for its fishbone-like structure, is 

significance in the sense that it aids in teams understand of many causes that contribute to an effect of a given 

problem. Moreso, it graphically not only displays the relationship of the causes to the effect and to each other but 

also, identification of areas for improvement. Therefore, the application of cause-effect diagram for the evaluation of 

poor gas mileage in automobiles is timely. The outcome of which will meaningful to all automobile usages and for 

the purpose of academic enhancement.  

Thus the entire composition of the present investigation revolves round 5-sections with section 1, depicting the 

introductory aspect of the study. Section 2, is focuses on to the materials and methods as adopted in this work. 

Section 3, is devoted to the formulation of a cause effect diagram for poor gas mileage in automobiles. The 
mathematical illustrations and discussion arising from analytical predictions is domicile in section 4. Finally, in 

section 5, we present study incisive conclusion and recommendations. Remarkably, the investigation is targeted to 

exhume insight to the methodological application of Cause-effect diagram for the evaluation of consequential effect 

of poor gas mileage in automobiles.  

2. Materials and Methods 

In this section, we shall discuss the materials and methods (methodology) as applied in this investigation. The 

materials and methods of the present study lies in in the application of fundamental theory of differential equation in 

relation to mathematical modeling emanating from the gap in literature of existing models. That is, we consider the 

mechanism of an automobile in the presence of gasoline. 

2.1. Statement of the problem 

Many of the main causes for poor gas mileage are mechanical and inclusive of improper air flow, faulty 

injectors or bad oxygen sensors. The concept of the Cause-effect diagram is said to have been around since the 

1920s, but it was popularized by Japanese professor of engineering, Kaoru Ishikawa, who, most notably, put into 

place the quality management processes for the Kawasaki shipyards. One of the famous uses of the fishbone 

diagram wasn’t used to find causes of existing problems, but rather in the design phase to prevent problems.  Mazda 

Motors used fishbone diagrams to design the Miata (MX5) sports car. Details down to the design of the car’s doors, 

so drivers could rest their arm on it while driving, were considered [5].  

In nearly any industry or business, variation is qualities and efficiency’s kryptonite. Once an order has been 

placed, a predictable and standardized process should be followed through to delivery. Variation in that process 

usually means variation in the final product. Fishbone diagrams are a great tool to either determine potential 

variables in a process to mitigate defects or failures, or to figure out what’s causing a defect or failure that is 
currently occurring.  Worth noting, is the fact that no comprehensive literature on mathematical application of 

Cause-effect Diagram in analysis and evaluation of poor gas mileage in automobiles. Therefore, in this study, we 

seek to explore mathematical analysis theory to investigation the consequential effect of poor mileage emission of 

gas in automobiles and possible evaluation of root cause effect. That is, present investigation is geared towards:  

i. Formulating a cause-effect diagram that mathematically identify and analysis poor utilization of gas by 

automobiles using the Ishikawa method (cause-effect diagram) 

ii. Determine the root causes of poor gas mileage in automobiles. 
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2.2 Model formulation proceedings  

Here, in analyzing the effect of poor gas utilization in automobile, we adopt the M6 (Man-Machine- Method- 

Material- Measurement- environment) techniques for the purpose of the system evaluation. For instance, Man—It 

should be checked and confirmed that the operators who are involved in the in-seam of jeans are following standard 

work instructions and they are possessing the necessary skills to undertake the tasks. The absence of proper training 

and lack of skills, and non-adherence to the instructions may result in the wrong panel attach where proper seam 

margins are not kept by the operators. Also, there are chances that the operator may not be following the notch 

marks of the leg panels. 

Machine—The in-side leg seam of jeans pant is generally done using a feed-of-arm (FOA) machine, which 

is a double-needle chain stitch machine. During RCA, it should be ensured that all the machine settings and work-

aids are done correctly. There can be problems due to faulty settings (such as stitches-per-inch settings of the 

machine) or not properly fitted seam folder (work-aid), and due to which the machine is not able to take the 

sufficient seam allowance (fabric margin) while stitching. If the fabric margin is lesser in the seam, it may come out 

during the washing process. 
Method—The method of in-seam stitching should be checked properly. The manner fabric plies (leg 

panels) are aligned precisely, it is inserted in the seam folder properly, and the handling of the panels while stitching 

using the FOA machine is some key points to be checked while investigating the method. Also, it is important to 

check and confirm that all the operators are following the same method during stitching. 

Apart from the stitching method, the method of pattern making, cutting, and washing methods can also be the source 

of problems, and each of these should be investigated thoroughly. For example, if the seam margins are not properly 

followed while cutting or the notches are not marked properly, the alignment of the panels during sewing may get 

disturbed and may lead to the opening of in-seam. 

Material—The reason of defect may be a faulty material as well. For example, if the fabric is having some 

defects like skewness where the fabric is not balanced lengthwise and getting distorted. The other issues may be 

related to the quality of the sewing thread used, there can be chances where the sewing thread is not strong enough 

to sustain the rigorous washing treatment. Sometimes, if the fabric is stretchy or elastic it may also distort the seam 
responsible for seam open. 

Measurement—This is related to the measurement- or dimension-related issues causing errors. There are 

chances that the seam margin is wrongly measured and mentioned, it may be due to a wrong scale used. Also, due to 

wrong measurements, the settings of the seam folder may be done incorrectly causing insufficient fabric margins in-

side the seam. 

Milieu (environment)—The environment may also be a factor that is responsible for the generation of the 

defect. The opening of the seam may be due to the high temperature (at the needle point) during stitching, where the 

sewing thread is losing its strength. Also, this problem of opening the seam, may occur due to the rise in the 

temperature (inside the washing machine) during washing, that may cause weakening of the seam. Further, 

inadequate light while sewing may act as the source of the problem, as the operator may not be able to see the fabric 

panels, and the seam line properly due to lower light intensity at the needlepoint. 
3. Formulation of a Cause-effect Diagram for Poor Gas Mileage 

For a typical poor gas mileage in automobile, developing a Cause-and-Effect Diagram, requires the construction 

of a structured, which is a pictorial display of a list of causes organized to show their relationship to a specific 

effect[13]. Essentially, fig.3 below shows the basic layout of the Cause-and-Effect Diagram.  
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Fig. 3: Initiating a cause-effect diagram 

From fig. 3, we observe that the structure is characterized by a cause side and an effect side. Thus, the steps for 

constructing and analyzing a Cause-and-Effect Diagram are outlined below: 

 

3.1. Step 1 - Identify and clearly define the outcome or EFFECT to be analyzed 

This step involves: 

a) Decide on the effect to be examined. Effects are stated as particular quality characteristics,  

problems resulting from work, planning objectives, and the like. 

b) Use Operational Definitions. Develop an Operational Definition of the effect to ensure that it is clearly 

understood. 
c) Remember, an effect may be positive (an objective) or negative (a problem), depending upon the issue 

that’s being discussed. 

i. Using a positive effect which focuses on a desired outcome tends to foster pride and ownership over 

productive areas. This may lead to an upbeat atmosphere that encourages the participation of the 

group. When possible, it is preferable to phrase the effect in positive terms. 

ii. Focusing on a negative effect can sidetrack the team into justifying why the problem occurred and 

placing blame. However, it is sometimes easier for a team to focus on what causes a problem than what 

causes an excellent outcome. While you should be cautious about the fallout that can result from 

focusing on a negative effect, getting a team to concentrate on things that can go wrong may foster a 

more relaxed atmosphere and sometimes enhances group participation.  

In a summary form for step 1, is described below: 

 
Fig. 4:  Summary form foe step 1 
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3.2.  Step 2 - Use of chart pack with SPINE and EFFECT box. 

This step involves: 

i. Draw a horizontal arrow pointing to the right. This is the spine. 

ii. To the right of the arrow, write a brief description of the effect or outcome 

which results from the process. 

For instance, we illustrate this using our poor gas mileage for automobile as depicted by fig. 5 below: 

 
Fig. 5: Spine and effect-box for cause-effect diagram 

3.2.  Step 3 - Identify the main CAUSES contributing to the effect being studied 

These are the labels for the major branches of your diagram and become categories under which to list the many 

causes related to those categories. The procedure includes:  

a) Using audible identifiable labels, we establish the main causes, or categories, under which other possible 

causes will be listed. Here are some commonly used categories: 
i. 3Ms and P - methods, materials, machinery, and people 

ii. 4Ps - policies, procedures, people, and plant 

iii. Environment - a potentially significant fifth category 

b) Write the main categories your team has selected to the left of the effect box, some above the spine and 

some below it. 

c) Draw a box around each category label and use a diagonal line to form a branch connecting the box to the 

spine.  

An illustration of step 3 id s given by fig, 6, below, where we had use the 3Ms and P to start the development of the 

diagram incorporating step 2. 
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Fig. 6: Identify main categories for cause-effect diagram 

 

3.3.  Step 4 – Identification of other sub-branches 

Here, we are required to induce specific causes, which are closely related to each major branch. That is, input of 

other specific factors which may be the CAUSES of the EFFECT. It is expected to identify as many causes or 

factors as possible and attach them as sub-branches of the major branches. We illustrate this step using poor gas 

mileage in automobile by filling the details for each cause as in fig. 7. If a minor cause applies to more than one 

major, list it under both. 
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Fig. 7: Identification of Cause-effect sub-branches 

3.5.  Step 5 – Identification of more detailed levels 

Remarkably, Cause-effect diagram could be more explicit by taking further steps in identify increasingly more 

detailed levels of causes and continue the organization of these sub-causes under related sub-branches or categories. 

This can be achieved by asking a series of “why questions.” For instance, we’ll use a series of why questions to fill 

in the detailed levels for 

one of the causes listed under each of the main categories. 

Q: Why was the driver USING THE WRONG GEAR? 

A: The driver couldn't hear the engine. 

Q: Why couldn't the driver hear the engine? 

A: The radio was too loud. 

A: Poor hearing 

Q: Why were the TIRES UNDERINFLATED? 

A: No record of tire pressure 

A: Difficult air stems 

Q: Why were the air stems difficult? 

A: Poor design 

Q: Why was MAINTENANCE POOR? 
A: Lack of money 

A: No awareness 

Q: Why was WRONG OCTANE GAS used? 

A: Didn’t know recommended octane 

Q: Why wasn’t recommended octane known? 

A: No owner's manual 

Of interest, the illustration of answers to the question shall be fully demonstrated in next our chapter, where cogent 

and explicit case of poor gas mileage will be considered. In that chapter, it is important to show how the diagram 

looks when all the contributing causes that were identified by the series of why questions have been filled in.  

Remark 1  

You may need to break your diagram into smaller diagrams if one branch has too many sub-branches. Any main 
cause (3Ms and P, 4Ps, or a category you have named) can be reworded into an effect.  

3.6. Step 6 – Diagram analysis 

Here, we consider the analyzation of our system diagram. The essence here is the fact that diagram analysis 

enhances the identification of causes that warrant further investigation. Since Cause-and-Effect Diagrams identify 

only possible causes, you may want to use a Pareto Chart to help your team determine the cause to focus on first. 

The essential criteria are: 

a) Look at the “balance” of system diagram, checking for comparable levels of detail for most of the 

categories. The following points must be noted: 
i. A thick cluster of items in one area may indicate a need for further study. 

ii. A main category having only a few specific causes may indicate a need for 

further identification of causes. 

iii. If several major branches have only a few sub-branches, you may need to 

combine them under a single category. 

b) Look for causes that appear repeatedly. These may represent root causes. 

c) Look for what you can measure in each cause so you can quantify the effects 

of any changes you make. 

d) Most importantly, identify and circle the causes that you can take action on. 

For instance, we present here, the theoretical analysis expected of a constructed cause-effect diagram i.e. 



Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN CONFERENCE ON     
PHYSICAL   SCIENCES VOL.4. (2024)  

 

360 
 

i. The level of detail is pretty well balanced. 

ii. No causes are repeated. 

iii. Poor Maintenance appears to be a cause for which you could develop 

measurements. 

iv. Moreover, for typical case of poor gas mileage, it could be anticipated that Poor Maintenance could 

often appears to be a cause that may require immediate action on.  

A clearer illustration will be given in out next section.  

4. Mathematical Illustration and Discussion 

 In line with our set goal, we shall illustrate as a typical example, the consequential role of poor gas mileage in 

automobile operation. Following the outlined stages in section three, we evaluate the causes of poor gas mileage in 

the operation of automobiles. 

4.1 Illustrative example 

Example 1 (Using poor gas mileage in automobiles) 

 Construct a cause-effect diagram (fishbone) to illustrate the causes of poor gas mileage on the running of 

automobiles. Analyzes the diagram and mark out causes of immediate action. 

Solution 

 The required sketch of the details for the cause-effect of a poor gas mileage in the operation of automobiles is as 

follows; 

i. Positioning of horizontal arrows spine to the right to an effect box clearly inscribed computer downtime. 

ii. Identification of main causes, main categories contributing to the effect and their presentation in small 

boxes. 

iii. Connection of main categories with diagonal arrows (to form fish bone) to the horizontal spine arrow. 

iv. Presentation of sub branches identity as specific factors as causes of the effect. 

v. Analyze the diagram and marking out causes that could require immediate action. 

The completed diagram is as depicted in fig.8: 
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Fig.8: Diagrammatic representation of details and analysis of  

         a Cause-effect for poor gas mileage in automobiles 

4.2 Discussion  

 In this project work, we took into account that fact that it has been of concern to automobiles users the 

frequent cases of poor mileage of gas utilization. A situation that has not been given due consideration. To this 

effect, we have proposed a model that critically understudy the dynamics leading to the aforementioned situation 

with the goal of identifying these causes and possible areas that needed urgent attention. 

 Remarkably, the construction of the entire system emanated from the identification of the major cause 

effect, which was duly engraved in a box, called effect-box directed from lift to right by a spine arrow.  The 

procedure further led to the identification of four major branches (categories). The explicitness of the model requires 

further sub-branches from which more sub-sub branches were observed. In a nutshell, we critically analyze our 

system following the step-by step construction of our desired cause-effect diagram. Of note, the following have been 

observed: 

i. That the details of the system are explicitly balanced. 

ii. That no cause(s) were repeated 

iii. Poor maintenance appears to be a cause for which durable measurements could be developed. 

iv. Moreover, poor maintenance appears to be a cause that urgent attention is required and which has been 

clearly circled, earmarking it for further investigation.  

 

5. Conclusion 
 Following the construction of a cause effect diagram for poor gas mileage in automobile, the study significantly 

developed a mathematical model that identified the causes of poor gas utilization by automobiles. Furthermore, the 

study not only identified the possible root causes but form a tool that sorted out and related main factors affecting 

poor utilization of gasoline. Remarkably, the investigation afforded an explicit template for the analyzation of the 

existing problems as it affects poor gasoline utilization. Specifically, the result of system analysis indicated that poor 

maintenance appears to be a cause for which immediate measurement tool could be developed in order to ameliorate 
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the continuous utilization of poor gasoline in automobile system.  Thus, the model is highly recommended for 

possible replication in other related scientific investigations.  
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Abstract 

Breast cancer is one of the significant global health challenges, demanding a deeper 

understanding of its complex nature for improved diagnosis and treatment. This study sought to 

identify the underlying factors in breast cancer tumor characteristics using the factor analysis 

technique. The dataset which comprised of 7 tumor characteristics measurements of 569 patients 

was sourced from kaggle.com, https://www.kaggle.com/datasets/yasserh/breast-cancer-

dataset.Kaiser-Meyer-Olkin (KMO) and Bartlett’s test of sphericity were employed to justify the 

factor analysis assumptions thereby ensuring the suitability of the dataset for factor analysis. 

Theprincipal component technique was used to estimate the factor loadings and communalities 

while the varimax rotation technique was employed in the interpretation of these latent factors. 

The result of the analysis showed that the first two components accounted for 81.7% of the total 

variance and that while the first component captured a set of variables related to tumor size 

(radius mean, perimeter mean, and area mean), the second component was associated with 

characteristics related to tumor shape (smoothness mean, compactness mean, and concavity 

mean). The identified patterns are recommended for improved diagnostic methods and tailored 

treatment approaches in the fight against breast cancer. 

Keywords: Breast Cancer, Tumor Characteristics, Factor Analysis, Principal Component, 

Varimax Rotation, Latent Factors. 

https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset
https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset
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Introduction 

Breast cancer is a health challenge characterized by the uncontrolled growth of abnormal 

cells within the breast tissue. Breast cancer ranks as the most frequently diagnosed cancer among 

women and holds the top spot as the most prevalent cancer worldwide. The year 2020 witnessed 

over 2.26 million new instances of breast cancer in women. It is the leading cause of cancer-related 

deaths globally, making it a critical public health concern. Breast cancer can affect individuals of all 

genders, although it is most commonly associated with women (World Cancer Research Fund 

International, 2022). 

Tumors form when a single cell divides unchecked, leading to an unwelcome growth known 

as cancer. Breast cancer symptoms include an increase in breast mass, a change in breast size and 

form, a change in breast skin color, breast discomfort, and changes in the breast's genetic makeup. 

Worldwide, breast cancer has been described to be the second leading cause of death in women 

after heart disease and it affects more than 8% of women at some point in their lives. According to 

the WHO’s annual report, more than 500,000 women have breast cancer every year. It is predicted 

that the prevalence of this disease will arise in the future due to environmental damage (World 

Health Organization Annual Report, 2015).  

Obesity, hormone treatment therapy during menopause, family medical history of breast 

cancer, lack of physical activity, long-term exposure to infrared energy, having children later in life 

or not at all, and early age at which first menstruation occurs, race and ethnicity, being taller, some 

birth control methods and drinking alcohol/smoking are some of the risk factors for breast cancer in 

women. (Shaikh, etaal 2021) 

Many tests, including ultrasound, biopsy, and mammography, are performed on patients to 

determine whether they have breast cancer. This is because the symptoms of breast cancer vary 

widely. The biopsy, which includes the extraction of tissue or cell samples for analysis, is the most 

suggestive of these procedures. Humankind has struggled to understand and treat breast cancer 

since the earliest documentation more than 3500 years ago. The visible signs and symptoms of 

breast cancer and the palpability and tangibility of the lumps at later stages of the disease have 

enabled easy diagnosis by physicians in almost every period of recorded history. Tumor 

characteristics play a pivotal role in the prognosis, treatment planning, and personalized medicine 

for breast cancer patients.  

Factor analysis is a multivariate technique designed to analyze correlations among many 

observed variables and to explore latent factors. Factor analysis was developed by the British 

statistician and psychologist Charles Spearman in the early 20th century as a technique for 

analyzing intelligence structure. Factor analysis plays a crucial role in data analysis and 

interpretation for several reasons: It simplifies complex datasets by reducing the number of 

variables while retaining essential information. This simplification makes data more manageable 

and interpretable. Factor analysis reveals hidden patterns and associations among variables that may 

not be apparent through direct observation. It uncovers the underlying structure that drives observed 

correlations. It groups related variables under common factors, providing a more comprehensive 

view of the data. This grouping helps researchers focus on broader constructs and simplifies 

subsequent analysis. Factor analysis enhances the interpretability of data by identifying the key 

factors that explain its variance. This understanding aids in making informed decisions and drawing 

meaningful conclusions (Tavakol & Wetzel, 2020). 

Factor analysis has found applications in various fields, including psychology, social 

sciences, environmental sciences, machine learning, finance, medicine and health care, education, 

marketing, biostatistics and genetics, human resources, engineering, and more.  
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In studying diseases, Luo et al, (2020) applied factor analysis in the study of the clinical 

symptoms of coronavirus disease 2019 (COVID-19) based on a combination of factors. Factor 

loadings were calculated, and pairwise correlation analysis of symptoms was performed and the 

result of the investigation showed that the clinical symptoms of COVID-19 cases could be divided 

into respiratory-digestive, neurological, cough-wheezing, upper respiratory, and digestive 

symptoms. 

Wu, et al. (2020) applied factor analysis in the investigation of the relationship between the 

gut microbiome and breast cancer risk factors and tumor characteristics. In their pilot cross-

sectional study involving 37 incident breast cancer patients, they analyzed fecal samples collected 

before chemotherapy using a 16S ribosomal RNA gene-based sequencing protocol. Statistical 

analyses such as the Wilcox on rank sum test and a zero-inflated negative binomial regression 

model were employed, adjusting for total counts, age, and race/ethnicity. However, their work 

rightly acknowledged the need for further investigations to comprehensively understand the 

characteristics of the human microbiome and its intricate interplay with breast cancer hormone 

receptor status and established risk factors. 

This study aims to identify underlining factors and relationships in breast cancer tumor 

characteristics by applying factor analysis to a set of seven key variables. Although there are 

numerous breast cancer tumor characteristics, this work restricts itself to seven of them, namely; 

radius mean, texture mean, area mean, perimeter mean, smoothness mean, compactness mean, and 

concavity mean. These variables derived from breast cancer cell images are commonly used in 

diagnostic processes, and hold crucial information about the nature and behavior of the tumor. 

 

1. Methodology 

2.1 Data and Data Preparation 

The dataset which comprised of 7 tumor characteristics measurements of 569 patients was 

sourced from kaggle.com, https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset. The 

Kaiser- Meyer- Olkin (KMO) and Bartlett’s test of sphericity were used to verify that the dataset 

satisfied the assumption for Factor. Descriptive statistics were generated for the seven (7) variables 

using the SPSS software.  

 

2.2Factor Analysis Model 

Factor analysis which is  basically a one-sample procedure for possible applications to data 

with groups was used in the analysis. Assume a random sample y1, y2, ……… , ypfrom a 

homogeneous population with mean vector μ and covariance matrix Σ. The factor analysis model 

expresses each variable as a linear combination of underlying factors f1, f2, ……… , fmwith an 

accompanying error term to account for that part of the variable that is unique (not in common with 

the other variables). Fory1, y2, ……… , yp in any observation vector y, the model is is presented in 

equation 1.  

 

y1 − μ1 =  λ11f1 + λ12f2 +⋯+ λ1mfm + ɛ1 

y2 − μ2 =  λ21f1 + λ22f2 +⋯+ λ2mfm + ɛ2 
⁞ 

yp − μp =  λp1f1 + λp2f2 +⋯+ λpmfm + ɛp
………………………… (1) 

 

 

 

https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset


Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

366 
 

 

Where: 

y′s are the random variables 

μ′s are called mean vectors 

f ′s are called latent factors 

λij
′ s are called loadings 

ɛ′s are the residuals 

 

Model (1) can be written in matrix notation as: 

 

y −  μ =  Ʌf +  ɛ                                                            ………………………… (2) 

 

Where: 

 

y = (y1, y2, … ,yp)′ 

μ = (μ1, μ2, … ,μp)′ 
f = (f1, f2, … ,fm)′ 
ɛ = (ɛ1, ɛ2, … ,ɛp)′ 
 

 

Ʌ = (

λ11 λ12 … . λ1m
λ21 λ22 … . λ2m
⁞ ⁞ ⁞ ⁞
λp1 λp2 … . λpm

)………………………… (3) 

 

 

The aim is to find f′s from they′s such thatmis substantially smaller thanp (m < 𝑝). Before 

fitting the model, Kaiser-Meyer-Olkin (KMO) and Bartlett’s test of sphericity were employed to 

justify the factor analysis model assumptions after which the the factor loading (𝜆𝑖𝑗) were estimated 

using the principal component method which were used describe each extracted factor component. 

The varimax rotation, a widely used technique in factor analysis which serves in enhancing the 

interpretability of latent factors wasused tostreamline the understanding of how specific tumor 

attributes align with underlying factors. 

 

2.  Results and Discussion 

3.1     Data Presentation 

The data for this work is secondary data consisting of breast cancer tumor characteristics 

from kaggle.com https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset. The dataset 

comprises 569 subjects each with seven (7) distinct breast cancer tumor characteristics. The tumor 

characteristics include: radius mean (average size of the tumor's radius), texture mean (mean value 

of the grayscale levels in the tumor's texture), perimeter mean (mean perimeter of the tumor), area 

mean (mean area covered by the tumor), smoothness mean (mean smoothness of the tumor's 

boundaries), compactness mean (mean compactness of the tumor, perimeter^2 / area - 1.0), and 

concavity mean (mean level of concavity within the tumor). The data is presented in Appendix 1  

 

https://www.kaggle.com/datasets/yasserh/breast-cancer-dataset
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3.2     Justification of Factor Analysis Assumption.  

The result of the KMO and Bartlett spherical test is presented in Table 1. The KMO value of 

0.719 which lies within the range of 0.7 to 0.8 indicating that the degree of information among the 

variables overlaps greatly. Hence factor analysis can be conducted on the dataset. 

This is further justified byBartlett’s test of sphericity with a highly significant p-value (sig. = 

0.00), indicating a significant relationship between the variables in the dataset. This is a positive 

outcome because factor analysis assumes that variables are related. 

 

TABLE 1 

KMO and Bartlett’s Test of Sphericity for Breast Cancer Tumor 

KMO and Bartlett's Test   

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.719 

Bartlett's Test of Sphericity Approx. Chi-Square 8086.053 

  Df 21 

  Sig. <.001 

 

3.3 Descriptive statistics 

The result of the descriptive statistics of the variables is presented in Table 2. From the 

result, it can be observed that the columns display the number of data points (N), range, minimum, 

maximum, mean, standard deviation, and variance. The radius mean contains 569 data points with a 

range of 21.1290, varying from a minimum of 6.9810 to a maximum of 28.1100. The mean radius 

is approximately 14.13, with a standard deviation of 3.52, indicating the spread of data around the 

mean. The variance, at 12.42, quantifies the degree of dispersion within the dataset. 

The statistics for other features are similarly presented, offering insights into the characteristics of 

the dataset. The area mean has a much larger variance compared to the other features, suggesting 

greater variability in the data points. Additionally, some features like smoothness mean exhibit very 

small standard deviations, indicating that the data points are clustered closely around the mean. 

 

TABLE 2 

Descriptive Statistics of the Breast Cancer Tumor Characteristics 

Descriptive Statistics 

  N Range Minimum Maximum Mean Std. Deviation Variance 

Radius mean 569 21.1290 6.9810 28.1100 14.127 3.524 12.419 

Texture mean 569 29.5700 9.7100 39.2800 19.290 4.301 18.499 

Perimeter mean 569 144.7100 43.7900 188.5000 91.969 24.2989810 590.440 
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Area mean 569 
2357.500

0 
143.5000 2501.0000 654.889 351.914 123843.554 

Smoothness 

mean 
569 .1108 .0526 .1634 .096360 .0140641 .000 

Compactness 

mean 
569 .3260 .0194 .3454 .104341 .0528128 .003 

Concavity mean 569 .4268 .0000 .4268 .088799 .0797198 .006 

Valid N 

(listwise) 
569             

 

 

3.4 Factor Analysis Using Correlation Matrix 

The correlation matrix of the dataset is presented in Table 3. The correlation matrix shows 

how variables in the analysis correlate with each other. Rows and columns correspond to different 

variables, while the values reflect the strength and direction of their linear relationship.  For "radius 

mean" and "texture mean," the correlation is 0.324, suggesting a weak positive relationship between 

these variables. Similarly, high positive correlations are observed between "radius mean" and 

"perimeter mean" (0.998), "radius mean" and "area mean" (0.987), "perimeter mean" and "area 

mean" (0.987), "compactness" and "concavity mean" (0.883), indicating strong positive 

relationships between these variables. The "Sig. (1-tailed)" section provides p-values indicating the 

significance of the correlations. In this case, most of the correlations have extremely low p-values 

(typically < 0.001), suggesting that the observed correlations are statistically significant. 

Table 4 shows the communalities of the variables. The initial communality of radius mean is 

1.000 indicating that the variability in the variable is initially attributed to the variable itself. 

However, after conducting the factor analysis (using Principal Component Analysis), the extraction 

communality is 0.952. This suggests that the extracted factors explain 95.2% of the variance in 

radius mean, and the remaining variance (4.8%) is not captured by the factors. For texture mean, the 

extraction communality is 0.262 indicating that the extracted factors explain 26.2% of the variance 

in the variable while the remaining variance (73.8%) is not captured by the factors. 

The total variance explained by the components is presented in Table 5. The result reveals   

that two (2) factors were extracted with a cumulative percentage of 81.748.   The remaining five 

factors have lower cumulative loadings and minimal variation. Therefore, their contribution to the 

total variance is relatively small to be considered less important in this analysis, this result is further 

collaborated by the Scree plot presented in Figure 1. 

 

TABLE 3 

Correlation Matrix of Tumor Characteristics 

Correlation Matrix a 

    
radius 

mean 

texture 

mean 

perimeter 

mean 

area 

mean 

smoothn

ess mean 

compactne

ss mean 

concavity 

mean 

Correlation radius 1.000 0.324 0.998 0.987 0.171 0.506 0.677 
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mean 

  
texture 

mean 
0.324 1.000 0.330 0.321 -0.023 0.237 0.302 

  
perimeter 

mean 
0.998 0.330 1.000 0.987 0.207 0.557 0.716 

  area mean 0.987 0.321 0.987 1.000 0.177 0.499 0.686 

  
smoothnes

s mean 
0.171 -0.023 0.207 0.177 1.000 0.659 0.522 

  
compactne

ss mean 
0.506 0.237 0.557 0.499 0.659 1.000 0.883 

  
concavity 

mean 
0.677 0.302 0.716 0.686 0.522 0.883 1.000 

Sig. (1-tailed) 
radius 

mean 
  <.001 <.001 <.001 <.001 <.001 <.001 

  
texture 

mean 
0.000   0.000 0.000 0.289 0.000 0.000 

  
perimeter 

mean 
0.000 0.000   0.000 0.000 0.000 0.000 

  area mean 0.000 0.000 0.000   0.000 0.000 0.000 

  
smoothnes

s mean 
0.000 0.289 0.000 0.000   0.000 0.000 

  
compactne

ss mean 
0.000 0.000 0.000 0.000 0.000   0.000 

  
concavity 

mean 
0.000 0.000 0.000 0.000 0.000 0.000   

a. Determinant = 6.063E-7 

 

TABLE 4 

Communalities of the Breast Cancer Tumor Characteristics 

Communalities 

  Initial Extraction 

radius mean 1.000 0.952 

texture mean 1.000 0.262 

perimeter mean 1.000 0.963 

area mean 1.000 0.946 
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smoothness mean 1.000 0.842 

compactness mean 1.000 0.883 

concavity mean 1.000 0.875 

Extraction Method: Principal Component Analysis. 

 

TABLE 5 

Total Variance Explained by the Components 

Total Variance Explained 

Compon

ent 
Initial Eigenvalues 

Extraction Sums of Squared 

Loadings 

Rotation Sums of Squared 

Loadings 

  Total 

% of 

Varianc

e 

Cumulati

ve % 
Total 

% of 

Varianc

e 

Cumulati

ve % 
Total 

% of 

Variance 

Cumulati

ve % 

1 4.328 61.822 61.822 4.328 61.822 61.822 3.371 48.152 48.152 

2 1.395 19.926 81.748 1.395 19.926 81.748 2.352 33.596 81.748 

3 0.850 12.136 93.885             

4 0.327 4.672 98.557             

5 0.086 1.234 99.791             

6 0.014 0.205 99.996             

7 0.000 0.004 100.000             

Extraction Method: Principal 

Component Analysis. 
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FIG1: Scree Plot of Breast Cancer Tumor Characteristics 

  

3.8 Factor Loading 

 

The factor loading is presented in Table 6, from where it can clearly be seen that tumor 

perimeter mean has a strong positive loading (0.937) on the first component and a negative loading 

(-0.292) on the second component. Similarly, tumor radius mean has a high positive loading (0.915) 

on the first component and a negative loading (-0.338) on the second component and so on. 

From the analysis with p = 7 and m = 2, the resulting factor model is given as: 

 

y1 − μ1 = 0.945f1 + 0.245f2 + ɛ1 

y2 − μ2 = 0.940f1 + 0.249f2 + ɛ2 

y3 − μ3 = 0.936f1 + 0.296f2 + ɛ3 

y4 − μ4 = 0.511f1 + ɛ4 

y5 − μ5 = 0.913f2 + ɛ5 

y6 − μ6 = 0.352f1 + 0.872f2 + ɛ6 

y7 − μ7 = 0.571f1 + 0.741f2 + ɛ7 
 

 

where, y1, y2 , y3….y7are the radius, texture, perimeter, area, smoothness, compactness, and 

concavity means respectively and  f1  and f2 are respectively  the tumor size  tumor shape. 

The rotated component matrix provided in Table 6 applies varimax rotation method to 

simplify the loadings and enhance interpretability.  

 

Factor 1 

Variables such as radius mean, perimeter mean, and area mean, have strong positive 

loadings (around 0.9), indicating that they are highly positively associated with Component 1. This 
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suggests that these variables tend to vary together, and their values contribute significantly to the 

variability explained by Component 1.Variables such as compactness mean and smoothness mean 

on the other hand have very low to no loading on Component 1, which suggests a weak 

relationship. Furthermore, tumor texture mean and concavity mean have moderate positive loadings 

on Component 1, indicating that even though they contribute to Component 1, the extent of the 

contribution is low compared to the variables with high positive loadings. 

 

Factor 2 

The Varimax rotation also indicate that tumor smoothness mean, compactness mean and 

concavity mean have strong positive loadings on Component 2 indicating their high positive 

association with Component 2. Tumor radius mean, area mean, and perimeter mean on the other 

hand have relatively weak positive loadings on Component 2. 

In general, these results provide insights into the underlying structure of the data. 

Component 1 seems to capture a set of variables related to tumor size (radius, perimeter, and area), 

while Component 2 appears to be associated with characteristics related to tumor shape 

(smoothness mean, compactness mean, and concavity mean). 

 

 

 

 

TABLE 6 

Component Matrix and Rotated Component Matrix for Tumor Characteristics 

Component Matrix a Rotated Component Matrix a 

  Component     Component   

  1 2   1 2 

perimeter mean 0.937 -0.292 radius mean 0.945 0.245 

radius mean 0.915 -0.338 area mean 0.940 0.249 

area mean 0.914 -0.333 perimeter mean 0.936 0.296 

concavity mean 0.892 0.282 texture mean 0.511   

compactness mean 0.787 0.514 smoothness mean   0.913 

texture mean 0.404 -0.315 compactness mean 0.352 0.872 

smoothness mean 0.447 0.801 concavity mean 0.571 0.741 

Extraction Method: Principal Component Analysis. Extraction Method: Principal Component Analysis. 

a. 2 components extracted. Rotation Method: Varimax with Kaiser Normalization. 

  a. Rotation converged in 3 iterations. 
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3.9 Component Transformation Matrix 

The component transformation matrix is presented in Table 7. The value 0.821 in the first 

row, first column (1, 1) indicates that the first initial component has a strong positive relationship 

with the first rotated component. The value 0.571 in the first row, second column (1, 2) shows that 

the first initial component also has a moderate positive relationship with the second rotated 

component. Similarly, the value -.571 in the second row, first column (2, 1) demonstrates that the 

second initial component has a moderate negative relationship with the first rotated component. The 

value .821 in the second row, second column (2, 2) suggests that the second initial component has a 

strong positive relationship with the second rotated component. 

Varimax rotation with Kaiser normalization has been applied to enhance the clarity of the 

loadings structure, making it easier to comprehend the relationships between components and 

variables. 

TABLE 7 

Component Transformation Matrix for Tumor Characteristics 

Component Transformation Matrix 

Component 1 2 

1 0.821 0.571 

2 -0.571 0.821 

Extraction Method: Principal Component Analysis. 

Rotation Method: Varimax with Kaiser Normalization. 

 

3. Conclusion 

In exploring patterns of breast cancer tumor characteristics namely radius mean, texture mean, 

perimeter mean, area mean, smoothness mean, compactness mean, and concavity mean using factor 

analysis, two major underlying factors that are involved in describing tumor characteristics based. 

The first component captured a set of variables related to tumor size namely radius mean, perimeter 

mean, and area mean while the second component is associated with characteristics related to tumor 

shape namely smoothness mean, compactness mean, and concavity mean. 

 

References 

[1] Luo, Y., Wu, J., Lu, J., Xu, X., Long, W., Yan, G., Tang, M., Zou, L., Xu, D., Zhuo, P., Si, Q., 

& Zheng, X. (2020). Investigation of COVID-19-related symptoms based on factor 

analysis. Annals of Palliative Medicine, 9(4), 1851-1858.doi:10.21037/apm-20-1113 

https://apm.amegroups.org/article/view/45369/html 

[2] Tavakol, M., & Wetzel, A. (2020). Factor Analysis: a means for theory and instrument 

development in support of construct validity. International Journal of Medical Education, 11, 

245-247.  

[3] World Health Organization Annual Report (2015). World Health Organization, Ethiopia. 

https://www.afro.who.int/news/global-effort-raise-awareness-breast-cancer-october-has-been-

designated-pink-month-pink-month 

https://apm.amegroups.org/article/view/45369/html
https://www.afro.who.int/news/global-effort-raise-awareness-breast-cancer-october-has-been-designated-pink-month-pink-month
https://www.afro.who.int/news/global-effort-raise-awareness-breast-cancer-october-has-been-designated-pink-month-pink-month


Faculty of Physical Sciences, University of Calabar. PROCEEDINGS OF THE NIGERIAN 
CONFERENCE ON     PHYSICAL   SCIENCES VOL.4. (2024)  

 

374 
 

[4] World Cancer Research Fund International (2022). Breast cancer statistics. World Health 

Organization/International Agency for Research on Cancer. https://www.wcrf.org/cancer-

trends/breast-cancer-statistics/ 

[5] Wu, A. H., Tseng, C., Vigen, C., Yu, Y., Cozen, W., Garcia, A. A., & Spicer, D. (2020). Gut 

microbiome associations with breast cancer risk factors and tumor characteristics: a pilot 

study. Breast Cancer Research and Treatment, 182(2), 451–463. 

https://doi.org/10.1007/s10549-020-05702-6 

[6] Yanai H., & Ichikawa M. (2006). Factor Analysis. Handbook of Statistics, 26, 257-296. 

https://doi.org/10.1016/S0169-7161(06)26009-7 

 

https://www.wcrf.org/cancer-trends/breast-cancer-statistics/
https://www.wcrf.org/cancer-trends/breast-cancer-statistics/
https://doi.org/10.1007/s10549-020-05702-6
https://doi.org/10.1016/S0169-7161(06)26009-7

	Faculty of Physical Sciences Latest.pdf
	a) A database is created for all SIM registered as Telemarketers in the Nigeria communication commission.
	b) Equally a database is also created for “Do not call SIM” these are members of the public who will have come to the “Do not call registry” in the Nigeria communication commission (NCC) to register their SIM that they do not want calls from   Telemar...
	c) Telemarketing lines cannot be used for normal calls (Do not call lines) i.e. calls that are not related to telemarketing. Noting that logging into internet even without SIM can grant one access to telemarketing sites where there is a lot of advert ...
	d) Any telemarketing calls made with normal SIMS will be deemed criminal and the individual will be tracked and arrested.
	This strategy provides affective control against unsolicited calls and messages
	e) A system program is coded using Java programming language.  This system software detects and identifies Telemarketing calls, do a check if the call channeled to a do not call number, it ends the call or allow if the call is to another telemarketing...
	f)  All normal calls made to each other are allowed. Then the following activities shall be done by the system.
	g) All numbers not registered under Do not call registry are free to telemarketers’ calls
	Figure 3.5: Correllogramme  of Standardized Residuals  Square
	References
	Peroxide Value (PV)
	The peroxide value (PV) of fats and oils can serve as an indicator of their quality and stability as well as a gauge of the extent to which rancidity reactions have occurred during storage (Ekwu and Nwagu, 2004). It was also discovered that the peroxi...
	Saponification Value (SV)
	Iodine Value (IV)


	Williams et al (1).pdf
	1. Introduction
	2. The Study Area
	2.1. Geology of the study area

	3. Materials and Methods
	3.1. Geophysical Method

	4. Results, Interpretation and Discussion
	4.1. ERT and IP Results
	5. Conclusion
	REFERENCES
	[5] Okes D. (2019). Root Cause Analysis: The Core of Problem Solving and Corrective Action [2nd ed.]. Available online at: https://dokumen.pub/root-cause-analysis-the-core-of-problem-solving-and-corrective-action-2ndnbsped-9780873899826-0873899822.html
	[7] Lewis S. (2020). Fishbone diagram (Ishikawa cause and effect). Available online at:
	https://www.techtarget.com/whatis/definition/fishbone-diagram


